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Abstract. In graph theory, the question of fully leafed induced subtrees
has recently been investigated by Blondin Massé et al. in regular tilings
of the Euclidian plane and 3-dimensional space. The function LG that
gives the maximum number of leaves of an induced subtree of a graph
G of order n, for any n ∈ N, is called leaf function. This article is a �rst
attempt at studying this problem in non-regular tilings, more speci�cally
Penrose tilings. We rely not only on geometric properties of Penrose
tilings, that allow us to �nd an upper bound for the leaf function in these
tilings, but also on their links to the Fibonacci word, which give us a lower
bound. In particular, we show that 2ϕn/(4ϕ+1) ≤ Lkd(n) ≤ bn/2c+1,
for any n ∈ N, where ϕ is the golden ratio and Lkd is the leaf function for
kites and darts Penrose tilings. Our approach rely on a purely discrete
representation of points in the tilings, thus preventing numerical errors
and improving computation e�ciency. Finally, we present a procedure to
dynamically generate induced subtrees without having to generate the
whole patch surrounding them.
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1 Introduction

Since Roger Penrose introduced them in 1974 [12] and described them with
more details in [13] and [14], Penrose tilings have aroused great interest among
many mathematicians, including Robert Ammann and Raphael M. Robinson
whose tilings of the plane are also quite interesting (see [10], Sections 10.2 and
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10.4). Martin Gardner, known for his popularization of mathematics by propos-
ing recreational puzzles in written media, greatly contributed to making these
tilings famous [8], and we owe much of the vocabulary speci�c to Penrose tilings
as well as many of their known properties to John H. Conway. Penrose tilings are
so remarkable that Grünbaum and Shephard devoted several sections of their
book on tilings to the study of Penrose tilings based on the work of these four
researchers and Roger Penrose himself, including unpublished notes and private
communications [9,10]. Furthermore, the algebraic study of Penrose tilings by
de Bruijn [6] allowed for the discovery of quasicrystals, that is crystals whose
structure is not periodic [17].

Initially, Penrose described three interconnected sets of tiles, called respec-
tively P1, P2 and P3. The set P1 is composed of six prototiles, while the sets
P2 and P3 both use only 2 prototiles. The tiles of P2 are called kites and darts

and an example of a tiling by P2 is illustrated in Figure 1. The two tiles of P3
are called rhombs, one being thinner and the other thicker. Since those tilings all
share similar properties [10] but still di�er enough to be studied separately, we
shall only focus on �kites and darts� tilings in the remaining part of this article.

Fig. 1: A Penrose tiling by kites and darts.

Although they are intrinsically geometric objects, Penrose tilings can be
viewed as simple graphs, whose vertices are the tiles and whose adjacency relation
in the graph is the adjacency relation between tiles in the tiling. In particular,
one might be interested in inspecting its subgraphs in order to gain some insight
about its global structure. In a recent series of publications, Blondin Massé and
his co-authors have studied the fully leafed induced subtrees, i.e. subtrees that
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maximize the number of leaves with respect to their order, appearing in di�erent
families of graphs ([4,5,2]). They looked at the four basic periodic lattices: the
square, the triangle and the hexagonal lattices in 2D, and the cubic lattice in
3D. One of their results consisted in describing the leaf function L in each of
these four lattices, i.e. the map associating with each integer n ≥ 2 the number
of leaves of a fully leafed induced subtree of n vertices [5].

This article aims to provide similar results for Penrose tilings, a �rst step
in studying non-periodic tilings, where the situation is more intricate. Although
we are not sure whether the induced subtrees built in Section 5 are fully leafed,
they present remarkable properties and are closely linked to the Fibonacci word.
Another interesting observation is that they are caterpillar graphs, i.e. trees
such that the removal of all their leaves yields a chain graph. In particular, since
they have a linear structure, they might be interpreted as words embedded in
graphs. For instance, in [3], the second author of this article and his co-authors
established a link between the leaf function of caterpillar graphs and pre�x-
normal words, a family of words closely related to the bubble sort [7].

The remaining sections are divided as follows. In Section 2, we present the
basic de�nitions and notations on tilings, graphs and words, and the known prop-
erties of �kites and darts� Penrose tilings. Our �rst computational experiments
and their limitations are summarized in Section 3. Using geometrical properties,
Section 4 then presents an upper bound for their leaf function, while in Section 5
we exhibit special caterpillars having many leaves, therefore providing a lower
bound for the leaf function. Section 6 details the computational aspects and
representation of Penrose tilings. Finally, Section 7 is devoted to the dynamic
generation of Penrose patches and Penrose trees.

Note that Sections 1-2 and 4-6 of this article were already in an earlier version
of the paper, originally presented at IEEE Graph Computing 2019 [15]. In this
extended version, we provide more details about the computational aspects in
Sections 3, 6 and 7.

2 Preliminaries

We now recall some useful de�nitions and notations about tilings, graphs and
words, before saying more about Penrose tilings.

2.1 Tilings, graphs and words

A tiling of the plane is a countable family T = {Tn}n∈N of closed sets of R2

which is both a covering and a packing of the plane, that is (1) tiles T1, T2, . . .
verify

⋃
n∈N Tn = R2 and (2) for all i 6= j, int(Ti)∩ int(Tj) = ∅. The intersection

of any two tiles is either a set of edges (line segments) and/or vertices (points), or
the empty set. Two tiles are called adjacent if they share an edge. Two tilings T1
and T2 are congruent if there is an isometry σ of the plane such that T1 = σ(T2).
We say that two tilings T1 and T2 are equal if there is a similarity τ of the plane
(i.e. an isometry followed by a scaling) such that T1 = τ(T2). A tiling T is called
monohedral if any tile of T is congruent with a given set T , that is if all tiles
have the same size and shape. This set T is called prototile and we say that
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the prototile T admits the tiling T . A tiling T is dihedral if any of its tiles Ti
is congruent with any of two (non-congruent) prototiles T and T ′. This article
focuses on Penrose tilings which are dihedral, where the prototiles are a kite and
a dart.

If T is a tiling, an isometry σ is a symmetry of T if the image through σ of any
tile of T is a tile of T , which also preserves markings and colors when there are
any. A tiling is periodic if its symmetry group contains at least two translations
in non-parallel directions. If a tiling is not periodic but its symmetries include
rotations about a �xed point, then this point is unique and is called the center

of the tiling. Penrose tilings by kites and darts are all non-periodic but two of
them have a center. A patch in a tiling is any set of tiles (not prototiles) whose
union forms a connected set without hole. The theory of tilings is extensively
described in [10], including the study of Penrose tilings.

The vertices and edges of a tiling form an undirected graph, whose dual is the
graph we are interested in. Let G = (V,E) be a simple graph. For any u ∈ V and
U ⊆ V , the set of neighbors of u in G is denoted by NG(u), which is naturally
extended to U by de�ning NG(U) = {NG(u′) | u′ ∈ U}. The subgraph of G
induced by U is G[U ] = (U,E ∩ P2(U)), where P2(U) is the set of 2-element
subsets of U . In this article, the vertices of G are tiles composing a tiling of
the plane by Penrose kites and darts, and E is given by the adjacency relation
between tiles. The graph thus obtained is in�nite but we only consider its �nite
subgraphs. More precisely, we focus on induced subtrees of �xed order n, that
is subgraphs of G which are trees, for all n ∈ N. We denote TG(n) the set of all
induced subtrees of order n of G, and |T |l the number of leaves of any tree T .
The leaf function of G is then formally de�ned for all n ∈ {1, 2, · · · , |G|} by

LG(n) = max{|T |l : T ∈ TG(n)}.

An induced subtree T of G of order n is said fully leafed if |T |l = LG(n). A
caterpillar graph C is a tree whose derived tree, obtained from C by removing
its leaves, is a path [11].

To conclude this subsection, we brie�y recall some de�nitions on words. An
alphabet A is a set of symbols (or characters). A word on A is a sequence of
symbols of A, and the set of all words on A is denoted A∗. We say that a word y
is a subword or factor of a word w if there exist words x, z such that w = xyz. A
binary word is a word on {0, 1} or any other 2-element alphabet. The Fibonacci
word is an in�nite binary word, and the structure of Penrose tilings is guided
by �musical sequences�, that is factors of the Fibonacci word. More information
about words can be found in [1], and the properties of musical sequences are
quite detailed in [10].

2.2 Penrose Tilings

Tilings by kites and darts were �rst described by Roger Penrose in [13]. The
dart is actually a non-convex kite and in each tile, the longer side is ϕ times
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longer than the shorter one, where ϕ = 1+
√
5

2
is the golden ratio. The tiles must

be arranged according to speci�c assembly rules, for instance using a marking of
the tiles, or arrows on the sides, or two colors for the corners of the tiles (opposite
corners then have the same color). Following such rules, there are in�nitely many
ways in which the tiles can be arranged, so that there are in�nitely many tilings
by Penrose kites and darts, and as many graphs corresponding to them. Most
knowledge on Penrose tilings is compiled in [10].

•

•

◦
◦ ◦

• •◦ ◦

(a) Kite

◦

◦
• •
• •

◦◦

(b) Dart

Fig. 2: Decomposition of kites and darts.

Many properties of these tilings, as well as how to generate them computa-
tionally, rely on triangular decomposition: any tile cut along its re�ection line
gives two isosceles triangles called A-tiles � a kite is divided into two large tiles
LA and a dart into two short tiles SA. A-tiles can in turn be decomposed into
smaller tiles of the same shape, with which smaller kites and darts can be re-
composed, as shown in Figure 2. Provided a scaling by ϕ : 1, the new kites and
darts have the same size as the original ones.

There are seven vertex con�gurations, that is seven ways in which tiles can
be arranged around a vertex of the tiling. These are given in Figure 3. Penrose
tilings have the local isomorphism property: any patch of tiles in a tiling by kites
and darts (for instance the vertex con�gurations) is congruent to in�nitely many
patches in any tiling composed with the same prototiles. Figure 4 shows two
small particular patches (darker colored tiles), called (long and short) bowties.
A sequence of bowties placed side by side, as the colored tiles in Figure 5, is
called a Conway worm. Any kites and darts tiling contains arbitrarily long �nite
worms, that cross each other.

A special marking of the tiles gives �ve sets of parallel straight lines, in
�ve di�erent directions, called Ammann bars (see [10] for more details). Figure
13 shows the marking, while Figure 5 shows one of these sets (red lines). The
interval distance between any two consecutive bars in the same set can take
only two values, such that the longer one, denoted by L, is ϕ times the smaller

Sun Star Ace Deuce Jack Queen King

Fig. 3: The seven vertex con�gurations in a Penrose tiling by kites and darts.
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(a) Long bowtie in the queen's king-
dom.

(b) Short bowtie in the jack's kingdom.

Fig. 4: Long and short bowties (darker colored tiles) respectively in the queen's
and the jack's kingdoms (all colored tiles).

Fig. 5: A set of parallel Ammann bars along a Conway worm.

one, denoted by S. For a given set of Ammann bars, the sequence of L's and
S's is called a musical sequence, and is a factor of the Fibonacci word. One
signi�cant property is that in a musical sequence we cannot have two S's in a
row, nor three L's. Also, for a given length of the sequence, there are only two
possible values for the number of L intervals (see Proposition 4). This is why,
starting with a given patch, Ammann bars often force the placement of some
tiles outside the patch if one wishes to extend the tiling in order to cover the
whole plane. In particular, each vertex con�guration induces Ammann bars that
force a (sometimes in�nite) number of tiles in the plane and the set of all such
tiles, along with the ones in the vertex con�guration, is called an empire. We call
kingdom the largest connected subset of an empire, which includes the vertex
con�guration. For instance, Figure 4 shows the queen's kingdom and the jack's
kingdom.

3 Early experiments

Given a Penrose tiling, we are interested in the graph whose vertices are the tiles,
and whose edges are given by the adjacency relation between tiles (see Figure 6).
We call such a graph a Penrose graph and any of its induced subtree a Penrose

tree. If the tree is a caterpillar, we simply call it a Penrose caterpillar. Due to
the isomorphism property, graphs associated with kites and darts tilings all have
the same leaf function, which we denote by Lkd.
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Fig. 6: A paler version of the Penrose tiling of Figure 1 superimposed with its
underlying graph in blue.

There are a few ways to generate a Penrose tiling and several ways to en-
code the vertices of the tiling and of the graph. Though the projection method
suggested by de Bruijn [6] is quite commonly used, we prefer the substitution
method � subdividing the tiles like in Figure 2 and then scaling them � because
it gives more insight on the structure and make it easier to build a discrete
representation.

As a �rst step of computer exploration, we used the free and open-source
software SageMath, since it facilitates graph manipulation and visualization. A
tile is then simply de�ned by its type (kite or dart) and the coordinates of
its corners expressed as complex numbers. Patches are generated from smaller
patches using triangular decomposition, and the corresponding graph is de�ned
by its list of tiles (vertices) and the adjacency function. After relabeling it, the
generic algorithm for determining the leaf function of a �nite graph given in
[4] can be used. As an example, the Star vertex con�guration was decomposed
twice. The patch then obtained and its corresponding graph are shown in Figure
7, and the leaf function in table 1. The source code is available on Github.

A few problems occurred with these computations. First, due to the irra-
tionality of the coordinates, we had approximation errors so we had to round
values anytime a comparison was needed: the set structure did not eliminate dou-
bles. Moreover, as the table suggests, even though there are 30 tiles in the patch,
the values of the leaf function are correct up to i = 19, but for i ≥ 22 they do
not correspond to those of the leaf function in the in�nite graphs (which is non-
decreasing, as shown in Section 4), and for i = 20, 21 we do not know whether
they are correct. Trying to compute the leaf function of bigger patches becomes

http://www.sagemath.org/fr/
https://github.com/cporrier/Penrose-graphs
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(a) Star after 2 decompositions (b) Associated graph

Fig. 7: Star after 2 decompositions and its associated graph.

Table 1: Leaf function for the patch shown in Figure 7 (30 kites and darts).

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
L(i) 0 0 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10 10 10 8 8 6 * * * * * *
* denotes −∞, when there are no induced subtrees of order i.

rapidly too long, since the time complexity of the generic, branch and bound
algorithm is exponential. For instance, computations could not be completed
overnight, while the program needs a few minutes for the patch in Figure 7.

These issues are the reasons why we soon focused on geometrical properties
of the tilings, which allowed us to �nd the results of the next two sections. Since
it remains di�cult to even guess what the actual function is, because of non-
periodicity, new computational ideas have been developed in order to generate
bigger patches faster and be able to see what induced subtrees look like.

4 Upper bound for the leaf function of Penrose Trees

Let us begin with an observation on Lkd:

Proposition 1. The leaf function Lkd of graphs corresponding to Penrose tilings

is non-decreasing.

Proof. The proof naturally relies on the fact that we consider in�nite graphs,
but this condition is not enough. Let n be an integer greater than 1 and T a
fully leafed induced subtree of order n. Recall that the vertices of T are tiles
(that is, subsets of the plane) and consider the convex hull C of the union of
these tiles. Then at worst all angles of C have a measure of 4π/5 and only a few
con�gurations have to be examined considering a tile which lies in a corner. If
the edge of the tile which lies on the boundary of C is a long one, then adding
a tile adjacent to it that is not in C will not create a cycle (due to the angles).
Otherwise we have a kite with its short side on the boundary of C, so we can add
another kite exterior to C (like in the deuce con�guration, without the darts)
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without creating a cycle. In both cases we obtain a tree of order n + 1 with at
least as many leaves as T , so Lkd(n+ 1) ≥ Lkd(n). ut

Since any tile in a kites and darts tiling is adjacent to four other tiles, the
maximum degree of a vertex in a Penrose tree cannot be more than 4. We actually
have:

Proposition 2. The maximal degree of a vertex in a Penrose tree is 3.

Proof. For any kite or dart in a Penrose tree T , at most 3 of its adjacent tiles
can also be in T . Firstly, any dart lies in an ace for it is the only possible vertex
con�guration for the vertex in the re�ex angle of the dart. It follows that if the
dart is in T , then only one among two (adjacent) kites in the corresponding ace
can be in T . As for the kites, two cases are to be considered, shown in Figure
8. If we focus on the side CD of the red kite (8a), there is exactly one way to
arrange a dart adjacent to it (Case 1) and exactly one way to arrange a kite
adjacent to it (Case 2). In Case 1, the yellow kite is forced so that if ABCD is
in T then the dart and the yellow kite cannot be both in T . In Case 2, vertex
C can only be in a deuce, so that the darts are forced and then so is the kite
adjacent to AB. Subsequently, if the red kite is in T then T cannot contain both
the tiles adjacent to AB and BC. ut

This constraint on degrees turns out to be useful in �nding an upper bound
for Lkd, and more generally for the leaf function in any graph sharing the same
constraint on degrees. To prove proposition 3, we need the following lemma:

Lemma 1. Let L be the leaf function of a graph G such that the maximal degree

of a vertex in any induced subtree of G is at most 3. Then for any positive integer

n, if L(n) > L(n− 1) we have L(n+ 1) ≤ L(n).

Proof. Let n a positive integer such that L(n) > L(n− 1). Suppose L(n) <
L(n+1) and let Tn+1 be a fully leafed induced subtree of G of order n+1. Since
L(n) < L(n+1), by deleting a leaf f from Tn+1 we get a tree Tn whose number
of leaves |Tn|l is greater or equal to L(n), so |Tn|l = L(n) by maximality of
the leaf function. Let v be the vertex of Tn adjacent to f in Tn+1, then v cannot
be a leaf in Tn because |Tn|l = L(n) < L(n + 1) = |Tn+1|l. Suppose v has
degree 0, then Tn is of order 1 so |Tn|l = L(1) = L(0), which contradicts the

•

•◦ ◦

A

C

B D

(a) Kite (b) Case 1 (c) Case 2

Fig. 8: Adjacency constraints on kites in Penrose trees: for a kite ABCD (red),
when focusing on the side CD, only two cases are possible.
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assumption L(n) > L(n − 1). Hence v has degree at least 2 in Tn. Without
loss of generality, we can choose f so that v is adjacent to at most one inner
vertex of Tn+1. If v had degree 3 in Tn then it would have degree 4 in Tn+1,
which is impossible. Finally if v has degree 2 in Tn, since at most one of its
neighbors is an inner one, there is a leaf f ′ adjacent to v in Tn. Let Tn−1 be
the tree obtained by deleting f ′ from Tn, then v is a leaf in Tn−1 so we have
|Tn−1|l = |Tn|l = L(n) > L(n− 1) ≥ |Tn−1|l, which is absurd. ut

Proposition 3. Let L be the leaf function of a graph G such that the maximal

degree of a vertex in any induced subtree of G is at most 3. Then for any non-

negative integer n, L(n) ≤ bn/2c+ 1.

Proof. In any graph, the inequality is true for n ∈ [0, 1, 2]. Lemma 1 then gives
the inductive step, provided that induced subtrees of orders n and n+1 exist: if
Tn+1 is a fully leafed Penrose tree of order n+ 1, then by removing a leaf from
Tn+1 we obtain a tree Tn of order n which has at least |Tn+1|l − 1 leaves, so
that L(n) ≥ L(n+ 1)− 1. The di�erence between L(n) and L(n+ 1) is at most
1 and these values are equal for at least half the values of n, hence the result
for all n ∈ [0..k], where k is the greatest integer for which an induced subtree of
order k exists. Finally, for all n > k, since there is no subtree of order n we have
L(n) = −∞ ≤ bn/2c+ 1. ut

With Propositions 2 and 3, we have proved:

Theorem 1. For any non-negative integer n,

Lkd(n) ≤ bn/2c+ 1.

Thanks to the algorithm presented in [4] and a particular Penrose tree (see
Figure 9), we know that this upper bound is reached for all n ≤ 19 (except for
n = 1) and we thinj that it is not realized for n ≥ 20 but we cannot prove it yet.

5 Penrose caterpillars and lower bound

As mentioned in Section 2.2, arbitrarily long Conway worms cross Penrose tilings,
and by local isomorphism there are in�nitely many of them. Figure 5 shows how
they correspond to parallel Ammann bars, so that we can use the properties of
musical sequences: any subtree whose vertices are all tiles inside the worm is
necessarily a path. It is then easy to build caterpillars whose derived paths are
inside the worms.

This section gives an increasing family of Penrose trees with the maximum
number of leaves among such caterpillars. In the best case scenario, we will have
fully leafed Penrose trees; in the worst case scenario, we will have a lower bound
for the leaf function, thus complementing the upper bound given in Theorem 1.
The idea of caterpillars is suggested by the fact that fully leafed induced subtrees
in the triangular and hexagonal lattices are caterpillars, or almost caterpillars,
and the maximum degree of a vertex in a Penrose tree is 3 as in these lattices.
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Fig. 9: A fully leafed Penrose tree with 19 vertices and 10 leaves. Note that this
is a caterpillar. Tiles are colored with respect to their degrees.

Recall Figure 4, which shows the queen's kingdom around vertex C and the jack's
kingdom around vertex P (colored tiles). We use the observations on kingdoms
and bowties to show how tiles adjacent to a worm are forced.

Lemma 2. Any long bowtie lies in a queen's kingdom.

Proof. In Figure 4a notice that the dart in the center of the long bowtie forces
two kites above it, so that the vertex con�guration around point A is an ace.
Moreover, since this dart is surrounded with two aces in the bowtie, the vertex
con�gurations at points B and D are necessarily jacks, forcing the vertex neigh-
borhood around C to be a queen (using the jack's kingdom). Hence the long
bowtie is entirely inside a queen's kingdom. ut

Lemma 3. Any short bowtie lies in a jack's kingdom.

Proof. In Figure 4b the vertex neighborhood around P can only be a jack, then
we can see how the short bowtie is inside the jack's kingdom. ut

Now let us �rst consider the patch composed with a short bowtie and its
adjacent tiles. Figure 10a shows a fully leafed Penrose caterpillar CS in such
a patch: this caterpillar has 7 vertices including 4 leaves, and we know that
Lkd(7) ≤ 4 so it is a fully leafed Penrose tree in the whole tiling. In this patch,
this is the biggest fully leafed Penrose tree and it is unique up to isometry.
Furthermore, it is easily extendable on both sides (left and right) so that the
derived path of CS stays in the worm. In the patch composed with the long
bowtie and its adjacent tiles, as shown in Figure 10b, the biggest fully leafed
Penrose tree that can be extended on both sides following the worm has 11
vertices and 6 leaves. It is also unique up to isometry and it is a caterpillar
which we call CL.
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(a) CS (b) CL

Fig. 10: Fully leafed Penrose caterpillars in bowtie patches: (a) (respectively (b))
Fully leafed caterpillar in the patch composed with the short (resp. long) bowtie
and its adjacent tiles. Tiles are colored with respect to their degrees.

With both patches side by side it is easy to see what happens when a short
and a long bowtie follow each other in a worm: if for instance the short one is
on the left, both darts in CS coincide with the two ones on the left side of CL,
so that we lose two leaves but the resulting subgraph is a tree. Then we have a
caterpillar of order 16 with 4 + 6 − 2 = 8 leaves, and the same happens when
the short bowtie is placed to the right of the long one (except the tiles that
coincide are kites). Note that this caterpillar is not fully leafed, so the function
to be presented here is not the leaf function but only a lower bound for it. Since
a worm cannot have two consecutive short bowties, the only remaining possible
con�guration is two long bowties in a row. In this case, one caterpillar is the
re�ection of the one in Figure 10b and the concatenation, in either way, gives a
caterpillar with 2 · 6− 2 = 10 leaves and 20 vertices. Figure 11 gives an example
of a Penrose caterpillar constructed along a Conway worm.

Let C ′S and C ′L be the caterpillars obtained from CS and CL by deleting the
leaves on the sides � the ones that eventually coincide with inner vertices during
concatenation �, then C ′S has 2 leaves and 5 vertices, and C ′L has 4 leaves and
9 vertices. Let qS (resp. qL) be the ratio of number of leaves over order in C ′S
(resp. C ′L), then qS = 2/5 is lower than qL = 4/9. So we consider caterpillars
that are concatenations of C ′S and C ′L, and we would like them to lie on as many

Fig. 11: A Penrose caterpillar along a worm, with 17 leaves and 36 vertices. Tiles
are colored with respect to their degrees.
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long bowties as possible. Figure 5 shows how a set of parallel Ammann bars
determines a sequence of bowties in a worm: each bowtie (long or short) crosses
two half L-intervals, and each long bowtie additionally crosses one S-interval
between both L's. Thus each long bowtie corresponds to L + S and each short
bowtie to L. Hence L corresponds to C ′S which means 2 leaves in 5 tiles, and
S corresponds to what is left of C ′L when tiles corresponding to L are removed,
that is 2 leaves in 4 tiles.

As a result, we can now focus only on L and S intervals. Since each interval
give 2 leaves, we just have to determine the number k of intervals in the cater-
pillar and how many of them are long. Before completing our main argument,
we need a last proposition.

Proposition 4 (Proposition 10.6.10 of [10]). If k is the number of intervals

the caterpillar crosses, then the number xk of L intervals can only take two

values: x and x+ 1 such that

x

k
<

1

ϕ
<
x+ 1

k
.

Hence, we have xk = bk/ϕc or xk = dk/ϕe. The correct value will actually
be the one that best approximates 1/ϕ , and when we need to choose, since
we would not want to exceed the real value for Lkd(n), we take the value that
corresponds to less L intervals, that is xk = bk/ϕc.

If n is the order of the caterpillar and k is the number of intervals in it, since
we prefer to take a smaller value for k and then add a few tiles to equal n, then
we want the greatest k such that

5
k

ϕ
+ 4

(
k − k

ϕ

)
≤ n

that is
k

ϕ
+ 4k ≤ n

then

k

(
4ϕ+ 1

ϕ

)
≤ n

which yields

k ≤ ϕn

4ϕ+ 1
.

So �nally we have

k =

⌊
ϕn

4ϕ+ 1

⌋
.

The number of leaves over the intervals is then 2k and since 4 < (4ϕ+1)/ϕ <
5 there are at most 5 remaining tiles to arrange at one end of the caterpillar or
the other. Let ∆ be the number of remaining tiles. If 0 ≤ ∆ ≤ 2 then we just
have to add ∆ leaves to the ends ; if 3 ≤ ∆ ≤ 4 the best strategy is to add one
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tile (a leaf) to an end and 2 or 3 tiles on the other, giving respectively 1 or 2
leaves ; if ∆ = 5 then we add 3 tiles/2 leaves to an end and 2 tiles/1 leaf to the
other. We have proved:

Theorem 2. Let `kd(n) denote the number of leaves of a caterpillar of order n
constructed as described above. Then `kd is a lower bound for the leaf function

Lkd and we have

`kd(n) = 2k +


∆ if 0 ≤ ∆ ≤ 2

∆− 1 if 3 ≤ ∆ ≤ 4

3 if ∆ = 5

where k = bϕn/(4ϕ+ 1)c and ∆ = n− 4k − bk/ϕc+ 1.

For instance, the caterpillar in Figure 11 has n = 36 vertices and 17 leaves,
and we can verify that k = 7 and ∆ = 5, which yields `kd(36) = 17. By removing
the 5 rightmost tiles, we would get a caterpillar with 31 vertices and 15 leaves,
and we have `kd(31) = 15. Finally, from Theorems 1 and 2 we have

Corollary 1. For all n ∈ N,

2ϕn/(4ϕ+ 1) ≤ Lkd(n) ≤ bn/2c+ 1.

Since 2ϕ/(4ϕ+1) ' 0.433, the gap between lower and upper bounds for the leaf
function Lkd is relatively small. Yet it remains di�cult to even guess what the
actual leaf function is, especially if we do not know what the fully leafed Penrose
trees look like. Hence we would like to e�ciently be able to generate at least
some of them.

6 Discrete representation for computing Penrose tilings

In the square and cubic lattices, the coordinates of the vertices are simply the
tuples of integers (respectively in 2D and 3D) ; in the triangular and hexagonal
lattices, the graphs are isomorphic to ones with only regular integer coordinates.
In the case of Penrose tilings, identifying points with respect to a coordinate
system is more intricate.

Let us call a Penrose point any point of R2 that is the vertex of at least one
Penrose tile and let P ⊆ R2 be the set of all Penrose points. Assuming that the
plane origin is the vertex of at least one tile, it is easy to see that, for any p ∈ P,
there exist 20 integers ak and bk, for k = 0, 1, . . . , 9, such that

p =

9∑
k=0

(ak + bkϕ)e
kiπ/5. (1)

Indeed, when moving along the edges of the tiles, there are 10 possible directions,
given by ekiπ/5 for k = 0, 1, . . . , 9, and 2 possible steps, either by a unit or a ϕ
distance. Hence, from a computational perspective, the location of any vertex of
a tile can be represented by 20 integers. This representation is not unique, which
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makes it harder to decide whether two Penrose points are the same. Fortunately,
a unique representation can be derived, as we see in the following paragraphs.

For any integer `, let

B(`) = [e(`+k)iπ/5]k=1,2,3,4. (2)

We �rst prove that any Penrose point can be uniquely represented with respect
to B(`).

Theorem 3. For any integer ` and Penrose point p, there exist four unique

integers a0, a1, a2 and a3 such that

p =

4∑
k=1

akbk,

where B(`) = [bk]k=1,2,3,4

Proof. Without loss of generality, we only prove the case ` = −1.
(Existence) Using Equation 1, we can write

p =

9∑
k=0

(a′k + b′kϕ)e
kiπ/5,

for some integers a′k, b
′
k, with k = 0, 1, . . . , 9. We claim that the integers a0, a1,

a2 and a3 are given as follows:

a0 = (a′0 + b′9 + b′1)− (a′5 + b′4 + b′6)− a4,
a1 = (a′1 + b′0 + b′2)− (a′6 + b′5 + b′7) + a4,

a2 = (a′2 + b′1 + b′3)− (a′7 + b′6 + b′8)− a4,
a3 = (a′3 + b′2 + b′4)− (a′8 + b′7 + b′9) + a4

where a4 = (a′4 + b′3 + b′5)− (a′9 + b′8 + b′0).
In order to substantiate our claim, we �rst provide three identities that hold

for any integer k ∈ {0, 1, . . . , 9}, where the addition and substraction is taken
modulo 10:

(1) ekiπ/5 = −e(k+5)iπ/5, obtained by applying a rotation of angle π;
(2) ϕekiπ/5 = e(k+1)iπ/5 + e(k−1)iπ/5, since ϕ = 2 cos(π/5) and

(3)
∑4
k=0(−1)k+1ekiπ/5 = 0, using the relation ϕ2 = 1 + ϕ.
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Therefore,

3∑
k=0

ake
kiπ/5 =

(
4∑
k=0

ake
kiπ/5

)
− a4e4iπ/5

=

4∑
k=0

(a′k − a′k+5)e
kiπ/5 +

4∑
k=0

(
b′ke

(k+1)iπ/5 − b′ke(k+4)iπ/5
)

+

9∑
k=5

(
b′ke

(k−1)iπ/5 − b′ke(k−4)iπ/5
)
+

4∑
k=0

(−1)k+1a4e
kiπ/5

=

4∑
k=0

a′ke
kiπ/5 +

9∑
k=5

a′ke
kiπ/5 +

4∑
k=0

(
b′ke

(k+1)iπ/5 + b′ke
(k−1)iπ/5

)
+

9∑
k=5

(
b′ke

(k−1)iπ/5 + b′ke
(k+1)iπ/5

)
+ 0

=

9∑
k=0

(a′k + b′kϕ)e
kiπ/5

as claimed. Note that the penultimate equality follows from Identities (1) and
(3), and the last equality from Identity (2).

(Unicity) It is su�cient to prove that the set

{ekiπ/5 | k = 0, 1, 2, 3}

is linearly independent over Z, that is,

3∑
k=0

ake
kiπ/5 = 0 implies ak = 0 for k = 0, 1, 2, 3.

Since cos(3π/5) = − cos(2π/5) and sin(3π/5) = sin(2π/5), one �rst shows that

0 =

3∑
k=0

ake
kiπ/5

= a0 + a1e
iπ/5 + (a2 − a3) cos(2π/5) + i(a2 + a3) sin(2π/5).

Next, using the double angle identities for both sin and cos, and after factoring
and regrouping, we �nd

0 = a0 + a2 − a3 + cos(π/5) (a1 + 2(a2 − a3) cos(π/5))
+ i sin(π/5) (a1 + 2(a2 + a3) cos(π/5)) .

But all ak are integers, and we know that cos(π/5), sin(π/5) are not, which
implies a2 = a3, a1 = 0, a0 = 0 and a2 = −a3, i.e. a0 = a1 = a2 = a3 = 0,
concluding the proof. ut
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(-6,1,-3,4)

(-5,1,-3,4)(-6,1,-3,5)

(-6,0,-3,4)

(-6,2,-2,5)

(-6,2,-3,5)

(-5,2,-2,5)(-6,2,-2,6)

(-5,-1,-3,2)(-6,0,-4,3)

(-5,-1,-4,2)

(-4,-1,-3,2)

(-5,2,-3,5)(-4,1,-2,4)

(-5,2,-2,5)

(-6,2,-3,5)

(-5,2,-2,6)

(-6,2,-2,6) (-5,2,-2,5)

(-5,3,-2,6)

(-5,3,-2,5)

(-5,3,-2,6)

(-5,2,-2,5)

(-4,2,-1,4)

(-4,-2,-3,0)

(-4,-2,-4,0)

(-3,-2,-3,0)(-4,-2,-3,1)

(-4,0,-3,2)

(-4,-1,-3,2)

(-3,-1,-2,1)

(-4,0,-2,2)

(-4,0,-2,3)

(-4,0,-2,2)

(-4,1,-2,3)

(-5,1,-3,4)

(-4,1,-1,4)

(-4,2,-1,4)

(-5,2,-2,5)

(-4,1,-2,4)

(-4,3,-1,6)

(-4,3,0,6)

(-5,3,-1,6) (-4,3,-1,5)

(-3,-2,-4,0)(-2,-3,-3,-1)

(-3,-2,-3,0)

(-4,-2,-4,0)

(-3,-2,-3,1)

(-4,-2,-3,1) (-3,-2,-3,0)

(-3,-1,-3,1)

(-3,-1,-3,0)

(-3,-1,-3,1)

(-3,-2,-3,0)

(-2,-2,-2,-1)

(-3,0,-1,1)

(-3,0,-2,1)

(-2,0,-1,1)(-3,0,-1,2)

(-3,2,0,4)(-4,3,-1,5)

(-3,2,-1,4)

(-2,2,0,4)

(-2,-3,-2,-1)

(-2,-2,-2,-1)

(-3,-2,-3,0)

(-2,-3,-3,-1)

(-2,0,-2,1)(-1,-1,-1,0)

(-2,0,-1,1)

(-3,0,-2,1)

(-2,0,-1,2)

(-3,0,-1,2) (-2,0,-1,1)

(-2,1,-1,2)

(-2,1,0,2)

(-2,1,-1,2)

(-1,1,0,2)(-2,1,0,3)

(-2,3,0,4)

(-2,2,0,4)

(-1,2,1,3)

(-2,3,1,4)

(-2,3,1,5)

(-2,3,1,4)

(-2,4,1,5)

(-3,4,0,6)

(-1,-3,-3,-2)

(-1,-3,-2,-2)

(-2,-3,-3,-2) (-1,-3,-3,-3)

(-1,-2,-2,-2)

(0,-2,-2,-2)(-1,-2,-2,-1)

(-1,-3,-2,-2)

(-1,-1,-1,-1)

(-1,-1,-2,-1)

(0,-1,-1,-1)(-1,-1,-1,0)

(-1,1,-1,1)

(-1,0,-1,1)

(0,0,0,0)

(-1,1,0,1)

(-1,1,0,3)

(-2,1,0,3) (-1,1,0,2)

(-1,2,0,3)

(-1,2,0,2)

(-1,2,0,3)

(-1,1,0,2)

(0,1,1,1)

(-1,3,2,3)

(-1,3,1,3)

(0,3,2,3)(-1,3,2,4)

(0,-1,-2,-1)(1,-2,-1,-2)

(0,-1,-1,-1)

(-1,-1,-2,-1)

(0,-1,0,0)

(0,-1,0,-1)

(0,0,0,0)

(-1,0,-1,1)

(0,0,0,-1)

(1,0,0,-1)(0,0,0,0)

(0,-1,0,-1)

(0,0,1,0)(-1,1,0,1)

(0,0,0,0)

(1,0,1,0)

(0,3,1,3) (1,2,2,2)

(0,3,2,3)

(-1,3,1,3)

(0,3,2,4)

(-1,3,2,4) (0,3,2,3)

(0,4,2,4)

(0,4,2,3)

(0,4,2,4)

(0,3,2,3)

(1,3,3,2)

(1,-3,-2,-4)

(1,-4,-2,-4)

(2,-4,-1,-5)

(1,-3,-1,-4)

(1,-3,-1,-3)

(1,-3,-1,-4)

(1,-2,-1,-3)

(0,-2,-2,-2)

(1,-2,0,-2)

(1,-1,0,-2)

(0,-1,-1,-1)

(1,-2,-1,-2)

(1,0,0,0)

(1,0,1,0)

(0,0,0,0) (1,0,0,-1)

(1,1,1,1)

(0,1,1,1) (1,1,1,0)

(1,2,1,1)

(1,2,1,0)

(1,2,1,1)

(1,1,1,0)

(2,1,2,-1)

(1,2,3,2)

(1,3,3,2)

(0,3,2,3)

(1,2,2,2)

(2,-3,0,-5)

(2,-3,-1,-5)

(3,-3,0,-5)(2,-3,0,-4)

(2,-1,0,-2)(3,-2,1,-3)

(2,-1,1,-2)

(1,-1,0,-2)

(2,0,1,-2)

(2,0,1,-1)

(2,-1,1,-2)

(3,-1,2,-3)

(2,0,2,-1)

(2,1,2,-1)

(1,1,1,0)

(2,0,1,-1)

(2,2,2,1)

(2,2,3,1)

(1,2,2,1) (2,2,2,0)

(2,3,3,1)

(3,3,3,1)(2,3,3,2)

(2,2,3,1)

(3,-3,-1,-5)(4,-4,0,-6)

(3,-3,0,-5)

(2,-3,-1,-5)

(3,-3,0,-4)

(2,-3,0,-4) (3,-3,0,-5)

(3,-2,0,-4)

(3,-2,0,-5)

(3,-2,0,-4)

(3,-3,0,-5)

(4,-3,1,-6)

(3,-2,2,-3)

(3,-1,2,-3)

(2,-1,1,-2)

(3,-2,1,-3)

(3,1,3,-1)(2,2,2,0)

(3,1,2,-1)

(4,1,3,-1)

(4,-4,1,-6)

(4,-3,1,-6)

(3,-3,0,-5)

(4,-4,0,-6)

(4,-2,1,-4)

(4,-2,2,-4)

(3,-2,1,-4) (4,-2,1,-5)

(4,-1,2,-4)

(5,-1,2,-4)(4,-1,2,-3)

(4,-2,2,-4)

(4,0,3,-3)

(4,0,2,-3)

(5,0,3,-3)(4,0,3,-2)

(4,2,3,-1)

(4,1,3,-1)

(5,1,4,-2)

(4,2,4,-1)

(5,-3,2,-6)(4,-2,1,-5)

(5,-3,1,-6)

(6,-3,2,-6)

(5,0,2,-3)(6,-1,3,-4)

(5,0,3,-3)

(4,0,2,-3)

(5,0,3,-2)

(4,0,3,-2) (5,0,3,-3)

(5,1,3,-2)

(5,1,3,-3)

(5,1,3,-2)

(5,0,3,-3)

(6,0,4,-4)

(6,-2,3,-5)

(6,-2,3,-6)

(6,-1,3,-5)

(5,-1,2,-4)

(6,-1,4,-4)

(6,0,4,-4)

(5,0,3,-3)

(6,-1,3,-4)

(-6,0,-4,3)(-5,-1,-3,2)

(-5,0,-3,3)

(-6,0,-4,4)

(-6,0,-3,4)

(-6,0,-4,4)

(-5,0,-3,3)

(-6,1,-3,4)

(-6,2,-3,5)

(-6,2,-2,5)

(-7,2,-3,6)

(-6,1,-3,5)

(-6,2,-3,5)

(-6,1,-3,5) (-5,1,-3,4)

(-5,2,-3,5)

(-6,2,-2,6)

(-5,2,-2,6)

(-6,3,-2,7)

(-7,3,-3,7)(-6,2,-2,6)(-7,3,-3,7)

(-7,2,-3,6)

(-6,2,-2,5)

(-5,1,-3,4)

(-6,1,-3,4)

(-5,0,-3,3)

(-4,0,-2,3)

(-5,3,-2,6)

(-5,3,-2,5)

(-4,3,-1,5)(-5,3,-1,6)

(-5,3,-2,6)

(-5,3,-1,6)

(-6,3,-2,7)

(-5,2,-2,6)

(-4,-2,-4,0)

(-4,-2,-3,0)

(-5,-2,-4,1)

(-4,-3,-4,0)

(-4,-2,-4,0)

(-4,-3,-4,0) (-3,-3,-4,-1)

(-3,-2,-4,0)

(-4,-2,-3,1)

(-3,-2,-3,1)

(-4,-1,-3,2)

(-5,-1,-4,2)(-4,-2,-3,1)(-5,-1,-4,2)

(-5,-2,-4,1)

(-4,-2,-3,0)

(-4,-1,-3,2)

(-4,0,-3,2)(-5,0,-3,3)

(-5,-1,-3,2)

(-4,0,-2,2)

(-4,0,-2,3)

(-5,0,-3,3) (-4,0,-3,2)

(-4,1,-2,4)

(-4,1,-2,3)

(-3,1,-1,3)(-4,1,-1,4)

(-4,1,-2,4)(-5,2,-3,5)

(-5,1,-3,4)

(-4,1,-2,3)

(-4,2,-1,4)

(-3,2,-1,4)

(-4,3,-1,5)

(-5,3,-2,5)(-4,2,-1,4)

(-4,1,-1,4) (-3,1,-1,3)

(-3,2,-1,4)

(-4,3,-1,5)(-3,2,0,4)

(-3,3,0,5)

(-4,3,-1,6)

(-4,3,0,6)

(-4,3,-1,6)

(-3,3,0,5)

(-4,4,0,6)

(-3,-1,-3,1)

(-3,-1,-3,0)

(-2,-1,-2,0)(-3,-1,-2,1)

(-3,-1,-3,1)

(-3,-1,-2,1)

(-4,-1,-3,2)

(-3,-2,-3,1)

(-3,0,-2,1)

(-3,0,-1,1)

(-4,0,-2,2)

(-3,-1,-2,1)

(-3,0,-2,1)

(-3,-1,-2,1) (-2,-1,-2,0)

(-2,0,-2,1)

(-3,0,-1,2)

(-2,0,-1,2)

(-3,1,-1,3)

(-4,1,-2,3)(-3,0,-1,2)(-4,1,-2,3)

(-4,0,-2,2)

(-3,0,-1,1)

(-3,4,0,6)

(-4,4,0,6)

(-3,3,0,5)

(-2,3,1,5)

(-2,-3,-3,-1)

(-2,-3,-3,-2)

(-1,-3,-2,-2)(-2,-3,-2,-1)

(-2,-3,-3,-1)(-3,-2,-4,0)

(-3,-3,-4,-1)

(-2,-3,-3,-2)

(-2,-2,-2,-1)

(-1,-2,-2,-1)

(-2,-1,-2,0)

(-3,-1,-3,0)(-2,-2,-2,-1)

(-2,-3,-2,-1) (-1,-3,-2,-2)

(-1,-2,-2,-1)

(-2,1,-1,2)

(-2,1,0,2)

(-3,1,-1,3)

(-2,0,-1,2)

(-2,1,0,3)

(-1,1,0,3)

(-2,2,0,4)

(-3,2,-1,4)(-2,1,0,3)(-3,2,-1,4)

(-3,1,-1,3)

(-2,1,0,2)

(-2,2,0,4)

(-2,3,0,4)(-3,3,0,5)

(-3,2,0,4)

(-2,3,1,4)

(-2,3,1,5)

(-3,3,0,5) (-2,3,0,4)

(-1,-3,-3,-3)(0,-4,-2,-4)

(0,-3,-2,-3)

(-1,-3,-3,-2)

(-1,-3,-2,-2)

(-1,-3,-3,-2)

(0,-3,-2,-3)

(-1,-2,-2,-2)

(-1,-1,-2,-1)

(-1,-1,-1,-1)

(-2,-1,-2,0)

(-1,-2,-2,-1)

(-1,-1,-2,-1)

(-1,-2,-2,-1) (0,-2,-2,-2)

(0,-1,-2,-1)

(-1,-1,-1,0)(-2,0,-2,1)

(-2,-1,-2,0)

(-1,-1,-1,-1)

(-1,0,-1,1)

(-1,1,-1,1)(-2,1,-1,2)

(-2,0,-1,1)

(-1,0,-1,1)

(-2,0,-1,1)

(-1,-1,-1,0)

(0,-1,0,0)

(-1,1,0,1) (0,0,1,0)

(0,1,1,1)

(-1,1,0,2)

(-1,1,0,1)

(-1,1,0,2)

(-2,1,-1,2) (-1,1,-1,1)

(-1,2,0,3)

(-1,2,0,2)

(0,2,1,2)(-1,2,1,3)

(-1,2,0,3)

(-1,2,1,3)

(-2,2,0,4)

(-1,1,0,3)

(-1,3,1,3)

(-1,3,2,3)

(-2,3,1,4)

(-1,2,1,3)

(-1,3,1,3)

(-1,2,1,3) (0,2,1,2)

(0,3,1,3)

(-1,3,2,4)

(0,3,2,4)

(-1,4,2,5)

(-2,4,1,5) (-1,3,2,4)(-2,4,1,5)

(-2,3,1,4)

(-1,3,2,3)

(0,-2,-2,-2)

(-1,-2,-2,-2)

(0,-3,-2,-3)

(1,-3,-1,-3)

(0,-1,0,-1)

(0,-1,-1,-1)

(1,-1,0,-2)

(0,0,0,-1)

(0,-1,0,-1)

(0,-1,0,0)

(-1,-1,-1,0) (0,-1,-1,-1)

(0,1,1,1)

(1,1,1,1)

(0,2,1,2)

(-1,2,0,2)

(0,4,2,4)

(0,4,2,3)

(1,4,3,3)(0,4,3,4)

(0,4,2,4)

(0,4,3,4)

(-1,4,2,5)

(0,3,2,4)

(1,-4,-2,-4)

(1,-3,-2,-4)(0,-3,-2,-3)

(0,-4,-2,-4)

(1,-3,-1,-4)

(1,-3,-1,-3)

(0,-3,-2,-3) (1,-3,-2,-4)

(1,-2,-1,-2)

(1,-2,-1,-3)

(2,-2,0,-3)(1,-2,0,-2)

(1,-2,-1,-2)(0,-1,-2,-1)

(0,-2,-2,-2)

(1,-2,-1,-3)

(1,-1,0,-2)

(1,-2,0,-2) (2,-2,0,-3)

(2,-1,0,-2)

(1,0,0,-1)(2,-1,1,-2)

(2,0,1,-1)

(1,0,0,0)

(1,0,0,-1)

(0,0,0,-1)

(1,-1,0,-2)

(2,-1,1,-2)

(1,0,1,0)

(1,0,0,0)

(2,0,1,-1)

(1,1,1,0)

(1,0,1,0)

(1,1,1,0)(0,1,1,1)

(0,0,1,0)

(1,2,1,1)

(1,2,1,0)

(2,2,2,0)(1,2,2,1)

(1,2,1,1)

(1,2,2,1)

(0,2,1,2)

(1,1,1,1)

(1,2,2,2)

(1,2,2,1)

(2,2,3,1)(1,2,3,2)

(1,2,2,2)(0,3,1,3)

(0,2,1,2)

(1,2,2,1)

(1,3,3,2)

(2,3,3,2)

(1,4,3,3)

(0,4,2,3) (1,3,3,2)

(1,2,3,2) (2,2,3,1)

(2,3,3,2)

(2,-3,-1,-5)

(2,-3,0,-5)

(1,-3,-1,-4)

(2,-4,-1,-5)

(2,-3,-1,-5)

(2,-4,-1,-5) (3,-4,-1,-6)

(3,-3,-1,-5)

(2,-3,0,-4)

(3,-3,0,-4)

(2,-2,0,-3)

(1,-2,-1,-3)(2,-3,0,-4)(1,-2,-1,-3)

(1,-3,-1,-4)

(2,-3,0,-5)

(2,0,1,-1)

(2,0,1,-2)

(3,0,2,-2)(2,0,2,-1)

(2,1,2,-1)

(3,1,2,-1)

(2,2,2,0)

(1,2,1,0) (2,1,2,-1)

(2,0,2,-1) (3,0,2,-2)

(3,1,2,-1)

(2,2,2,0) (3,1,3,-1)

(3,2,3,0)

(2,2,2,1)

(2,2,3,1)

(2,2,2,1)

(3,2,3,0)

(2,3,3,1)

(3,-2,0,-4)

(3,-2,0,-5)

(4,-2,1,-5)(3,-2,1,-4)

(3,-2,0,-4)

(3,-2,1,-4)

(2,-2,0,-3)

(3,-3,0,-4)

(3,-2,1,-3)

(3,-2,1,-4)

(4,-2,2,-4)(3,-2,2,-3)

(3,-2,1,-3)(2,-1,0,-2)

(2,-2,0,-3)

(3,-2,1,-4)

(3,-1,2,-3)

(4,-1,2,-3)

(3,0,2,-2)

(2,0,1,-2)(3,-1,2,-3)

(3,-2,2,-3) (4,-2,2,-4)

(4,-1,2,-3)

(3,3,3,1)

(2,3,3,1)

(3,2,3,0)

(4,2,4,0)

(4,-4,0,-6)

(4,-4,0,-7)

(5,-4,1,-7)(4,-4,1,-6)

(4,-4,0,-6)(3,-3,-1,-5)

(3,-4,-1,-6)

(4,-4,0,-7)

(4,-3,1,-6)

(5,-3,1,-6)

(4,-2,1,-5)

(3,-2,0,-5)(4,-3,1,-6)

(4,-4,1,-6) (5,-4,1,-7)

(5,-3,1,-6)

(4,-2,1,-5)(5,-3,2,-6)

(5,-2,2,-5)

(4,-2,1,-4)

(4,-2,2,-4)

(4,-2,1,-4)

(5,-2,2,-5)

(4,-1,2,-4)

(4,0,2,-3)

(4,0,3,-3)

(3,0,2,-2)

(4,-1,2,-3)

(4,0,2,-3)

(4,-1,2,-3) (5,-1,2,-4)

(5,0,2,-3)

(4,0,3,-2)

(5,0,3,-2)

(4,1,3,-1)

(3,1,2,-1) (4,0,3,-2)(3,1,2,-1)

(3,0,2,-2)

(4,0,3,-3)

(4,1,3,-1)

(4,2,3,-1)(3,2,3,0)

(3,1,3,-1)

(4,2,4,-1)

(4,2,4,0)

(3,2,3,0) (4,2,3,-1)

(5,-1,2,-4)

(4,-1,2,-4)

(5,-2,2,-5)

(6,-2,3,-5)

(5,1,3,-2)

(5,1,3,-3)

(6,1,4,-3)(5,1,4,-2)

(5,1,3,-2)

(5,1,4,-2)

(4,1,3,-1)

(5,0,3,-2)

(6,-3,2,-6)

(6,-2,2,-6)(5,-2,2,-5)

(5,-3,2,-6)

(6,-2,3,-6)

(6,-2,3,-5)

(5,-2,2,-5) (6,-2,2,-6)

(6,-1,3,-4)

(6,-1,3,-5)

(7,-1,4,-5)(6,-1,4,-4)

(6,-1,3,-4)(5,0,2,-3)

(5,-1,2,-4)

(6,-1,3,-5)

(6,0,4,-4)

(7,0,4,-4)

(6,1,4,-3)

(5,1,3,-3) (6,0,4,-4)

(6,-1,4,-4) (7,-1,4,-5)

(7,0,4,-4)

B(0)

(a) Along the angle 0 + π/2

(-2,3,1,5)

(-2,3,1,4)(-2,4,1,5)

(-3,4,0,6)

(0,3,2,4)

(-1,3,2,4)

(0,3,2,3)(0,4,2,4)

(-4,3,-1,6)(-4,3,0,6)

(-5,3,-1,6)

(-4,3,-1,5)

(-1,3,2,3) (-1,3,1,3)

(0,3,2,3)

(-1,3,2,4)

(0,4,2,3)

(0,4,2,4) (0,3,2,3)

(1,3,3,2)

(1,2,3,2)

(1,3,3,2)

(0,3,2,3)

(1,2,2,2)

(-5,2,-2,6)

(-6,2,-2,6)

(-5,2,-2,5)(-5,3,-2,6)

(-3,2,0,4)

(-4,3,-1,5)

(-3,2,-1,4)

(-2,2,0,4)

(-2,3,0,4)

(-2,2,0,4)

(-1,2,1,3)

(-2,3,1,4)

(0,3,1,3)

(1,2,2,2)

(0,3,2,3)

(-1,3,1,3)

(2,3,3,1)

(3,3,3,1)

(2,3,3,2) (2,2,3,1)

(-6,2,-2,5)(-6,2,-3,5)

(-5,2,-2,5)

(-6,2,-2,6)

(-5,3,-2,5)

(-5,3,-2,6) (-5,2,-2,5)

(-4,2,-1,4)

(-4,1,-1,4)

(-4,2,-1,4)

(-5,2,-2,5)

(-4,1,-2,4)

(-1,1,0,3)

(-2,1,0,3)

(-1,1,0,2)(-1,2,0,3)

(2,2,2,1)(2,2,3,1)

(1,2,2,1)

(2,2,2,0)

(-5,2,-3,5)

(-4,1,-2,4)

(-5,2,-2,5)

(-6,2,-3,5)

(-2,1,0,2)(-2,1,-1,2)

(-1,1,0,2)

(-2,1,0,3)

(-1,2,0,2)

(-1,2,0,3) (-1,1,0,2)

(0,1,1,1)

(1,1,1,1)

(0,1,1,1)

(1,1,1,0)(1,2,1,1)

(3,1,3,-1)

(2,2,2,0)

(3,1,2,-1)

(4,1,3,-1)

(4,2,3,-1)

(4,1,3,-1)

(5,1,4,-2)

(4,2,4,-1)

(-6,1,-3,4)

(-5,1,-3,4)

(-6,1,-3,5) (-6,0,-3,4)

(-4,0,-2,3)

(-4,0,-2,2)(-4,1,-2,3)

(-5,1,-3,4)

(-2,0,-1,2)

(-3,0,-1,2)

(-2,0,-1,1)(-2,1,-1,2)

(0,0,1,0)

(-1,1,0,1)

(0,0,0,0)

(1,0,1,0)

(1,2,1,0)

(1,2,1,1) (1,1,1,0)

(2,1,2,-1)

(2,0,2,-1)

(2,1,2,-1)

(1,1,1,0)

(2,0,1,-1)

(5,0,3,-2)

(4,0,3,-2)

(5,0,3,-3)(5,1,3,-2)

(-3,0,-1,1)(-3,0,-2,1)

(-2,0,-1,1)

(-3,0,-1,2)

(-1,1,-1,1)

(-1,0,-1,1)

(0,0,0,0)

(-1,1,0,1)

(0,-1,0,0)

(0,-1,0,-1)(0,0,0,0)

(-1,0,-1,1)

(1,0,0,0)(1,0,1,0)

(0,0,0,0)

(1,0,0,-1)

(4,0,3,-3) (4,0,2,-3)

(5,0,3,-3)

(4,0,3,-2)

(5,1,3,-3)

(5,1,3,-2) (5,0,3,-3)

(6,0,4,-4)

(6,-1,4,-4)

(6,0,4,-4)

(5,0,3,-3)

(6,-1,3,-4)

(-5,-1,-3,2)

(-6,0,-4,3)

(-5,-1,-4,2)

(-4,-1,-3,2)

(-4,0,-3,2)

(-4,-1,-3,2)

(-3,-1,-2,1)

(-4,0,-2,2)

(-2,0,-2,1)

(-1,-1,-1,0)

(-2,0,-1,1)

(-3,0,-2,1)

(0,0,0,-1)

(1,0,0,-1)

(0,0,0,0) (0,-1,0,-1)

(2,0,1,-2)

(2,0,1,-1) (2,-1,1,-2)

(3,-1,2,-3)

(3,-2,2,-3)

(3,-1,2,-3)

(2,-1,1,-2)

(3,-2,1,-3)

(5,0,2,-3)

(6,-1,3,-4)

(5,0,3,-3)

(4,0,2,-3)

(-3,-2,-3,1)

(-4,-2,-3,1)

(-3,-2,-3,0)(-3,-1,-3,1)

(-1,-1,-1,-1)(-1,-1,-2,-1)

(0,-1,-1,-1)

(-1,-1,-1,0)

(1,-2,0,-2)

(1,-1,0,-2)

(0,-1,-1,-1)

(1,-2,-1,-2)

(2,-1,0,-2)

(3,-2,1,-3)

(2,-1,1,-2)

(1,-1,0,-2)

(4,-1,2,-4)

(5,-1,2,-4)

(4,-1,2,-3) (4,-2,2,-4)

(6,-2,3,-5)

(6,-2,3,-6)(6,-1,3,-5)

(5,-1,2,-4)

(-4,-2,-3,0)(-4,-2,-4,0)

(-3,-2,-3,0)

(-4,-2,-3,1)

(-3,-1,-3,0)

(-3,-1,-3,1) (-3,-2,-3,0)

(-2,-2,-2,-1)

(-2,-3,-2,-1)

(-2,-2,-2,-1)

(-3,-2,-3,0)

(-2,-3,-3,-1)

(0,-1,-2,-1)

(1,-2,-1,-2)

(0,-1,-1,-1)

(-1,-1,-2,-1)

(4,-2,1,-4)(4,-2,2,-4)

(3,-2,1,-4)

(4,-2,1,-5)

(-3,-2,-4,0)

(-2,-3,-3,-1)

(-3,-2,-3,0)

(-4,-2,-4,0)

(-1,-2,-2,-2)

(0,-2,-2,-2)

(-1,-2,-2,-1) (-1,-3,-2,-2)

(1,-3,-1,-3)

(1,-3,-1,-4)(1,-2,-1,-3)

(0,-2,-2,-2)

(3,-3,0,-4)

(2,-3,0,-4)

(3,-3,0,-5)(3,-2,0,-4)

(5,-3,2,-6)

(4,-2,1,-5)

(5,-3,1,-6)

(6,-3,2,-6)

(-1,-3,-3,-2)(-1,-3,-2,-2)

(-2,-3,-3,-2)

(-1,-3,-3,-3)

(2,-3,0,-5)(2,-3,-1,-5)

(3,-3,0,-5)

(2,-3,0,-4)

(3,-2,0,-5)

(3,-2,0,-4) (3,-3,0,-5)

(4,-3,1,-6)

(4,-4,1,-6)

(4,-3,1,-6)

(3,-3,0,-5)

(4,-4,0,-6)

(1,-3,-2,-4)

(1,-4,-2,-4)

(2,-4,-1,-5)

(1,-3,-1,-4)

(3,-3,-1,-5)

(4,-4,0,-6)

(3,-3,0,-5)

(2,-3,-1,-5)

(-4,3,0,6)(-4,3,-1,6)

(-3,3,0,5)

(-4,4,0,6)

(-3,4,0,6)

(-4,4,0,6)

(-3,3,0,5)

(-2,3,1,5)

(-1,3,2,4)

(0,3,2,4)

(-1,4,2,5)

(-2,4,1,5)

(-1,3,2,4)

(-2,4,1,5) (-2,3,1,4)

(-1,3,2,3)

(0,4,2,4)

(0,4,2,3)

(1,4,3,3)

(0,4,3,4) (0,4,2,4)(0,4,3,4)

(-1,4,2,5)

(0,3,2,4)

(-2,3,1,4)

(-2,3,1,5)

(-3,3,0,5)

(-2,3,0,4)

(1,3,3,2)

(1,2,3,2)

(2,2,3,1)(2,3,3,2)

(1,3,3,2)

(2,3,3,2)

(1,4,3,3)

(0,4,2,3)

(-6,2,-2,6)

(-5,2,-2,6)

(-6,3,-2,7)

(-7,3,-3,7)

(-6,2,-2,6)

(-7,3,-3,7) (-7,2,-3,6)

(-6,2,-2,5)

(-5,3,-2,6)

(-5,3,-2,5)

(-4,3,-1,5)

(-5,3,-1,6)(-5,3,-2,6)(-5,3,-1,6)

(-6,3,-2,7)

(-5,2,-2,6)

(-4,3,-1,5)

(-3,2,0,4)(-3,3,0,5)

(-4,3,-1,6)

(-2,2,0,4)

(-2,3,0,4)

(-3,3,0,5) (-3,2,0,4)

(-1,3,1,3)

(-1,2,1,3)

(0,2,1,2)(0,3,1,3)

(-1,3,1,3)(-1,3,2,3)

(-2,3,1,4)

(-1,2,1,3)

(1,2,2,2)

(1,2,2,1)

(2,2,3,1)

(1,2,3,2) (1,2,2,2)

(0,3,1,3) (0,2,1,2)

(1,2,2,1)

(2,2,3,1) (2,2,2,1)

(3,2,3,0)

(2,3,3,1)

(3,3,3,1)

(2,3,3,1)

(3,2,3,0)

(4,2,4,0)

(-4,2,-1,4)

(-4,1,-1,4)

(-3,1,-1,3)(-3,2,-1,4)

(-4,2,-1,4)

(-3,2,-1,4)

(-4,3,-1,5)

(-5,3,-2,5)

(-2,1,0,3)

(-1,1,0,3)

(-2,2,0,4)

(-3,2,-1,4)

(-2,1,0,3)

(-3,2,-1,4) (-3,1,-1,3)

(-2,1,0,2)

(-1,2,0,3)

(-1,2,0,2)

(0,2,1,2)

(-1,2,1,3) (-1,2,0,3)(-1,2,1,3)

(-2,2,0,4)

(-1,1,0,3)

(4,2,4,-1)

(4,2,4,0)

(3,2,3,0)

(4,2,3,-1)

(-6,2,-3,5)

(-6,1,-3,5)

(-5,1,-3,4)(-5,2,-3,5)

(-6,2,-3,5)(-6,2,-2,5)

(-7,2,-3,6)

(-6,1,-3,5)

(-4,1,-2,4)

(-4,1,-2,3)

(-3,1,-1,3)

(-4,1,-1,4)(-4,1,-2,4)

(-5,2,-3,5) (-5,1,-3,4)

(-4,1,-2,3)

(0,1,1,1)

(1,1,1,1)

(0,2,1,2)

(-1,2,0,2)

(1,2,1,1)

(1,2,1,0)

(2,2,2,0)

(1,2,2,1) (1,2,1,1)(1,2,2,1)

(0,2,1,2)

(1,1,1,1)

(2,2,2,0)

(3,1,3,-1)(3,2,3,0)

(2,2,2,1)

(4,1,3,-1)

(4,2,3,-1)

(3,2,3,0) (3,1,3,-1)

(-6,0,-3,4)(-6,0,-4,4)

(-5,0,-3,3)

(-6,1,-3,4)

(-5,1,-3,4)

(-6,1,-3,4)

(-5,0,-3,3)

(-4,0,-2,3)

(-3,0,-1,2)

(-2,0,-1,2)

(-3,1,-1,3)

(-4,1,-2,3)

(-3,0,-1,2)

(-4,1,-2,3) (-4,0,-2,2)

(-3,0,-1,1)

(-2,1,-1,2)(-2,1,0,2)

(-3,1,-1,3)

(-2,0,-1,2)

(-1,1,0,1)

(0,0,1,0)(0,1,1,1)

(-1,1,0,2)

(-1,1,0,1)

(-1,1,0,2)

(-2,1,-1,2)

(-1,1,-1,1)

(1,0,1,0) (1,0,0,0)

(2,0,1,-1)

(1,1,1,0)

(1,0,1,0)

(1,1,1,0)

(0,1,1,1) (0,0,1,0)

(2,1,2,-1)

(2,0,2,-1)

(3,0,2,-2)(3,1,2,-1)

(2,1,2,-1)

(3,1,2,-1)

(2,2,2,0)

(1,2,1,0)

(4,0,3,-2)

(5,0,3,-2)

(4,1,3,-1)

(3,1,2,-1)

(4,0,3,-2)

(3,1,2,-1) (3,0,2,-2)

(4,0,3,-3)

(5,1,3,-2)

(5,1,3,-3)

(6,1,4,-3)

(5,1,4,-2) (5,1,3,-2)(5,1,4,-2)

(4,1,3,-1)

(5,0,3,-2)

(-4,0,-2,2)

(-4,0,-2,3)

(-5,0,-3,3)

(-4,0,-3,2)

(-1,0,-1,1)

(-2,0,-1,1)

(-1,-1,-1,0)

(0,-1,0,0)

(-1,0,-1,1)

(-1,1,-1,1)

(-2,1,-1,2) (-2,0,-1,1)

(2,0,1,-1)

(2,0,1,-2)

(3,0,2,-2)

(2,0,2,-1)

(6,0,4,-4)

(6,-1,4,-4)

(7,-1,4,-5)(7,0,4,-4)

(6,0,4,-4)

(7,0,4,-4)

(6,1,4,-3)

(5,1,3,-3)

(-6,0,-4,3)

(-5,-1,-3,2)(-5,0,-3,3)

(-6,0,-4,4)

(-4,-1,-3,2)

(-4,0,-3,2)

(-5,0,-3,3) (-5,-1,-3,2)

(-3,0,-2,1)

(-3,-1,-2,1)

(-2,-1,-2,0)(-2,0,-2,1)

(-3,0,-2,1)(-3,0,-1,1)

(-4,0,-2,2)

(-3,-1,-2,1)

(-1,-1,-1,0)

(-2,0,-2,1) (-2,-1,-2,0)

(-1,-1,-1,-1)

(0,-1,0,-1)(0,-1,-1,-1)

(1,-1,0,-2)

(0,0,0,-1)

(0,-1,0,-1)

(0,-1,0,0)

(-1,-1,-1,0)

(0,-1,-1,-1)

(1,0,0,-1)

(0,0,0,-1)

(1,-1,0,-2)

(2,-1,1,-2)

(1,0,0,-1)

(2,-1,1,-2)(2,0,1,-1)

(1,0,0,0)

(3,-1,2,-3)

(3,-2,2,-3)

(4,-2,2,-4)(4,-1,2,-3)

(3,-1,2,-3)

(4,-1,2,-3)

(3,0,2,-2)

(2,0,1,-2)

(4,0,2,-3)

(4,-1,2,-3)

(5,-1,2,-4)(5,0,2,-3)

(4,0,2,-3)(4,0,3,-3)

(3,0,2,-2)

(4,-1,2,-3)

(6,-1,3,-4)

(6,-1,3,-5)

(7,-1,4,-5)

(6,-1,4,-4)(6,-1,3,-4)

(5,0,2,-3) (5,-1,2,-4)

(6,-1,3,-5)

(-4,-2,-3,1)

(-3,-2,-3,1)

(-4,-1,-3,2)

(-5,-1,-4,2)

(-4,-2,-3,1)

(-5,-1,-4,2) (-5,-2,-4,1)

(-4,-2,-3,0)

(-3,-1,-3,1)

(-3,-1,-3,0)

(-2,-1,-2,0)

(-3,-1,-2,1)(-3,-1,-3,1)(-3,-1,-2,1)

(-4,-1,-3,2)
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(b) Along the angle 2π/5 + π/2

Fig. 12: The coordinates of the points taken in the same patch, but with respect
to two di�erent bases. (a) The basis B(0) = {ekiπ/5 | k = 1, 2, 3, 4}. (b) The
basis B(2) = {ekiπ/5 | k = 3, 4, 5, 6}.
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For any integer `, let fB(`) : Z20 → Z4 be the function that maps any 20-
tuple integers onto (a0, a1, a2, a3), where a0, a1, a2 and a3 are de�ned in the
proof of Theorem 3. Let p and p′ be two Penrose points and f(p), f(p′) be the
unique 20-tuple obtained by applying f to any 20-tuple representation of p and
p′ respectively. Then the following statement hold:

1. We have p = p′ if and only if fB(`)(p) = fB(`)(p
′).

2. The relation de�ned by p �B(`) p
′ if and only if fB(`)(p) ≤ fB(`)(p

′), where
≤ denotes the lexicographical order, is a total order relation.

3. Two Penrose tiles are equal if and only if their origins are equal and their
orientations are the same.

4. Two Penrose tiles are adjacent if and only if the share exactly two points.

Moreover, except for the drawing parts, all computations on Penrose tilings
and Penrose graphs can be performed exclusively on integers and are therefore
not sensible to �oating numerical errors. The reader is invited to look at [16],
where similar ideas were used for representing Penrose points by four integers,
although the representation is di�erent and is for tilings by Penrose rhombs.

7 Dynamic generation of induced subtrees

Since enumerating all possible induced subtrees of size n takes too long as n gets
large, we would like to generate fully leafed Penrose trees, by trying to have as
many inner vertices of degree 3 as possible. But generating induced subtrees can
be tricky: as mentioned before, if we build a tree with kites and darts using only
local rules there is no guarantee that our tree is actually a Penrose tree. Since
we would like to be able to expand the tree in any direction, we can exploit the
constraints induced by the Ammann bars. From now on, we shall call the sets
of all parallel Ammann bars Ammann sets. Note that the angle between two of
them is a multiple of π/5.

1
4

1
2ϕ

1
2ϕ

1
4

Fig. 13: Ammann segments on kites and darts. The lengths of the sides are 1
and ϕ, segments respect the symmetry of the tiles. Note that the conditions on
Ammann bars prevents not respecting the assembly rules of the tiling: endpoints
of the segments on adjacent tiles have to coincide.
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7.1 Constraints on Ammann sets

Usually, a line ∆ can be represented in a computer by a pair (p, θ), where p is a
point through which ∆ goes and θ is a direction. In the special case of Ammann
bars, the direction can be represented by taking the angle of the normal vector

of the bar (which is a multiple of π/5), but it is easy to see that the bars never
cross any Penrose point (see Figure 13).

Fortunately, by carefully choosing a Penrose point whose distance with the
Ammann bar is constant, we can build a completely discrete representation. Any
representative could be used, but for sake of visualization, we choose a point in
the concave part of a dart, since the Ammann bar passes close to it. Therefore,
the distance between the representative and the line is ≈ 0.059. In order to make
sure that a dynamically constructed tree of tiles is valid, we need to maintain
the sets of parallel Ammann bars as described in Invariant 1.

Invariant 1:

� Each Ammann set A has angle kπ/5, where k ∈ {0, 1, 2, 3, 4}.
� In a given set, each bar B is represented by a Penrose point p whose distance

with respect to B is ≈ 0.059 in the kπ/5+π direction. Notice that the exact
value of the distance is not relevant, since it is not needed in the computa-
tions. In other words, we represent Ammann sets by translated copies, which
does not cause any problem since we are interested in the distance between
consecutive bars.

� These representatives remain sorted in increasing order (see Theorem 4 fur-
ther) along the direction, as new bars are added to the set.

� The distance between two consecutive bars can only take two values: S and
L. More precisely, the sequence of these distances is a binary word over
{L, S} which must be a musical sequence.

7.2 Procedure to generate valid patches

Given the previous invariant, we can derive a procedure to build valid patches as
follows. We start with a patch composed of a single tile, either a dart or a kite,
located at the origin. At each step, we try to add a new tile t that is a neighbor
of any tile in the current patch. For the new tile to be allowed, there are a few
conditions to examine (see Figure 14):

1. Check if it yields a valid vertex con�guration: some partial con�gurations
can only be completed in one way. If this step is neglected, some problem
can arise (see Figure 14(c)).

2. Check if all Ammann segments in t correspond to Ammann bars that are
already in our sets: if so, then adding t is correct (see Figure 14(b));

3. For each of the 3 Ammann segments in t, temporarily update the current
Ammann sets accordingly:
(a) Let d, d′ denote the distances between B and the two bars in the set

which are closest to B, then d and d′ should be in {S,L, S + L, 2L}.
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(a) Valid patch (b) Alignment problem

(c) Vertex con�guration problem

Fig. 14: Examples of valid and non valid patches. (a) The Ammann bars are
compatible. (b) The green Amman segments are not on the same bar, and the
distance between them is too small. (c) The two darts are not compatible: if the
leftmost one stays, then we must complete the thin hole with another dart, like
in Sub�gure (a).

(b) If the previous condition is met, then check whether the new word thus
obtained is a musical sequence.

As soon as (a) or (b) is not correct, then t should not be added so we
backtrack to the previous state of each Ammann set that was temporarily
changed for t.

Algorithm 1 details how to check whether a binary word w over {L, S} is a
musical sequence or not. One can summarize it as follows: if w contains at most
one letter then it is a musical sequence, else if the number xk of occurrences of
L in w is not as stated in Proposition 4, or if w contains �SS� or �LLL� then it
is not a musical sequence, else a new (shorter) word w′ is obtained by composing

w according to the following substitution rules:

S → L , LL→ S , L→ λ

where λ denotes the empty string, and we recursively check whether w′ is a
musical sequence. Note that local rules of the Fibonacci word can be represented
by an automaton but as in the case of Penrose tilings, they are not su�cient to
ensure that a binary word is indeed a musical sequence. The above procedure
was described summarily in [9], but for sake of thoroughness, we include the
formal algorithm here.

7.3 Last computational considerations

As a new tile is added while maintaining connectivity, at most two new Ammann
bars are introduced. For each of them, a representative can be chosen and the
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Algorithm 1 Checks if a sequence is musical

1: function IsMusicalSequence(w: word, xk: integer) : boolean
2: if w.length ≤ 1 then return true
3: x← bw.length/ϕc
4: if xk 6= x and xk 6= x+ 1 then return false
5: (i, w′, x′)← (0, λ, 0)
6: while i < w.length do

7: if w[i] = �S� then
8: if i+ 1 < n and w[i+ 1] = �S� then return false
9: w′ ← w′ + �L�
10: x′ ← x′ + 1
11: else

12: if i+ 1 < n and w[i+ 1] = �L� then
13: if i+ 2 < n and w[i+ 2] = �L� then return false
14: w′ ← w′ + �S�
15: i← i+ 1
16: end if

17: end if

18: i← i+ 1
19: end while

20: return IsMusicalSequence(w′,x′)
21: end function

angle makes it easy to identify in which set the bar is. If the representative yields
a line that is already in the set, then no new bar is actually added while adding
the tile (see next paragraph). Otherwise, the new representative is temporarily
inserted at the right place in the array, its distances with its neighbors are
computed and the procedure described above is applied to see whether the new
word thus obtained is a musical sequence.

To check if two representatives yield the same line, it is su�cient to compute
their di�erence and check if it has the right angle. For this purpose, the following
theorem is useful.

Theorem 4. Consider the line L passing through the origin with angle θ + π
2 ,

where θ ∈ R. Let the basis B consist of unit vectors −→vk of angles θk = θ +
kπ
5 , k ∈ {1, 2, 3, 4} and let P be a Penrose point whose coordinates in B are

(a0, a1, a2, a3) ∈ Z4. Then

(i) P is on L if and only if (a0, a1, a2, a3) is a palindrome;

(ii) Points on L are sorted in lexicographical order with respect to their coordi-

nates in B;

(iii) The ratio a1/a0 is an approximation of ϕ; in particular, L contains points

such that a0 = fn and a1 = fn+1 where fn is the nth Fibonacci number.
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Proof. (i) (⇐) If (a0, a1, a2, a3) is a palindrome then a1 = a2 and a0 = a3. Let
z = aeiθ

′
be the a�x of P in the plane. Then

aeiθ
′
= a0e

i(θ+π
5 ) + a1e

i(θ+ 2π
5 ) + a1e

i(θ+ 3π
5 ) + a0e

i(θ+ 4π
5 )

= ei(θ+
π
2 )
(
a0e

i−3π
10 + a1e

i−π
10 + a1e

i π
10 + a0e

i 3π10

)
= ei(θ+

π
2 )
(
a0(e

i−3π
10 + ei

3π
10 ) + a1(e

i−π
10 + ei

π
10 )
)

= ei(θ+
π
2 )

(
2a0 cos

3π

10
+ 2a1 cos

π

10

)
where 2a0 cos

3π
10 + 2a1 cos

π
10 is a real number so θ′ = θ+ π

2 [π], thus P is on L.

(⇒) Conversely, if P is on L, there exists a ∈ R such that z = aei(θ+
π
2 ) is an

a�x of P . Therefore we have

a0e
i(θ+π

5 ) + a1e
i(θ+ 2π

5 ) + a2e
i(θ+ 3π

5 ) + a3e
i(θ+ 4π

5 ) = aei(θ+
π
2 )

We can multiply by e−iθ to obtain

a0e
iπ5 + a1e

i 2π5 + a2e
i 3π5 + a3e

i 4π5 = aei
π
2 = ai (3)

Since Re(ai) = 0, then we must have

a0 cos
π

5
+ a1 cos

2π

5
+ a2 cos

3π

5
+ a3 cos

4π

5
= 0

⇐⇒ (a0 − a3) cos
π

5
+ (a1 − a2) cos

2π

5
= 0

⇐⇒ (a0 − a3) cos
π

5
+ (a1 − a2)

(
cos2

π

5
− sin2

π

5

)
= 0

⇐⇒ a0 − a3 + (a1 − a2)
(
cos

π

5
− sin

π

5
tan

π

5

)
= 0

where cos π5 − sin π
5 tan π

5 is irrational so a1 − a2 = 0, i.e. a1 = a2, and thus
a0 = a3. Hence, (a0, a1, a2, a3) is a palindrome.

(ii) Note that as a result of equation 3, a = 2a0 sin
π
5 + 2a1 sin

2π
5 . Since

sin 2π
5 = 2 sin π

5 cos π5 and ϕ = 2 cos π5 , we have a = 2 sin π
5 (a0 + ϕa1). We can

see that a is an increasing function in a0 and in a1, so that a increases as
(a0, a1, a1, a0) increases in lexicographical order.

(iii) Suppose P ′ is represented by (a0 + 1, a1, a1, a0 + 1). If P, P ′ are both in
the tiling, it means that they are the points in the concave parts of the darts
in a Deuce con�guration, thus a kite is forced just above P ′ (due to Ammann
bars). Let P ′′ be the corner of this kite opposite to P ′, then P ′′ is on L and
the distance P ′P ′′ = ϕ, which means that this time a1 has increased by 1: after
(a0 + 1, a1, a1, a0 + 1), the coordinates of the next point on the line have to
be (a0 + 1, a1 + 1, a1 + 1, a0 + 1). Therefore, a0 ≤ a1 + 1. Now how often can
such a con�guration occur on a particular line ? Actually the closest possible
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(a) A Penrose tree of size 18
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(b) Another Penrose tree of size 18

Fig. 15: Two Penrose trees whose internal tiles have all degree 3.

occurrence yields a short bowtie, and the second shortest a long bowtie. As a
result, it means that the points are in a Conway worm and from Proposition 4,
the ratio of long bowties over short ones is an approximation of ϕ (close to the
ratio of two consecutive Fibonacci numbers). Considering the local isomorphism
property and the placing of Ammann bars from the other sets, proportions are
the same on any line containing an arbitrarily large number of Penrose points
which are actual vertices of the tiling (we could translate P to the origin). Note
that not all such Penrose points appear in the tiling. ut

Theorem 4 is not really surprising. Indeed, the palindromic structure is due
to the fact that this line is the re�ection axis of the vectors of the chosen basis
when they are placed at the origin (see Figure 12). Therefore, in each basis
the points on its symmetry line are palindromes. This gives us a way to easily
recognize them: we just have to choose a convenient basis for each Ammann set.

8 Conclusion

The problem studied in this article is at the junction between graphs, tilings
and words. It is quite intricate due to the non-periodicity of Penrose tilings
and of the Fibonacci word. Still, even though we have not been able to �nd
the leaf function for Penrose tilings yet, we managed to restrict the range of
possible values. The gain in e�ciency granted by the discrete representation,
and the procedure described in Section 7 will certainly allow us to exhibit some
interesting induced subtrees. We show in Figure 15 two Penrose trees of size
18, yielded by our current algorithm. In the future, we intend to improve its
performance so that it can prove our conjecture that there is no Penrose tree of
size greater than 18 whose internal tiles are all of degree 3.

We also have good hope that we can �nd Lkd or at least �ner bounds thanks
to a particular patch which has more leaves than a Penrose caterpillar of the
same order constructed as described in Section 5. If the leaf function for kites
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and darts tilings can be found, a similar procedure could be pursued in order to
�nd the analogous function for Penrose tilings by rhombs, and possibly for other
aperiodic tilings which share similar properties.
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