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Abstract We investigate the generation of metrically accurate Homeric
poetry using recurrent neural networks (RNN). We assess two models:
a basic encoder-decoder RNN and the hierarchical recurrent encoder-
decoder model (HRED). We assess the quality of the generated lines of
poetry using quantitative metrical analysis and expert evaluation. This
evaluation reveals that while the basic encoder-decoder is able to capture
complex poetic meter, it under performs in terms of semantic coherence.
The HRED model, however, produces more semantically coherent lines
of poetry but is unable to capture the meter. Our research highlights the
importance of expert evaluation and suggests that future research should
focus on encoder-decoder models that balance various types of input —
both immediate and long-range.

Keywords: poetry generation; neural network; recurrent neural networks; po-
etic meter; ancient languages

1 Introduction

Homeric poetry is poetry traditionally ascribed to the bard Homer and includes
the Iliad and the Odyssey. Homeric poetry plays a central role in the field of
Classics and strongly influences the study and understanding of Classical liter-
ature, mythology, and ancient culture, values, and militarism. In this paper, we
investigate the use of recurrent neural networks for generating metrically accu-
rate Homeric poetry — providing a new pathway for Classicists to analyze the
metrical and semantic considerations made in the production of such epic oral
poetry.
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Generating metrically accurate Homeric poetry is a creative and challenging
task. Homeric poetry is written in a strict and complex meter known as dactylic
hexameter. Most poetry generation models focus either on syllabic-based meters
or simple iambic meters. In contrast to such poetic meters, lines of dactylic hex-
ameter contain varying numbers of syllables and words. An additional challenge
is the relatively small amount of Homeric poetry available. The entirety of the
Homeric canon is about 27,000 lines.

In the next section, we provide a more detailed description of dactylic hex-
ameter. We also discuss the long history of analysis that Homeric poetry has
enjoyed. We then provide a description of our data sets and the recurrent neu-
ral network architectures that we use. Finally, we present the results of having
expert Classicists evaluate the poetry generated by our system.

2 Homeric Poetry
2.1 Homer and Oral Poetry

The Iliad and the Odyssey are two epic poems traditionally ascribed to the
bard Homer and dated to the eighth century BCE. The Iliad tells the story of
the Trojan War and the Odyssey recounts the hero Odysseus’ long homecoming
following the war. Homeric poetry is written in a dialect of ancient Greek called
Homeric Greek.

Although we refer to Homer as the author of these texts for convenience,
the two works are most likely the product of an extended oral tradition rather
than a single poet named Homer. That is, the two works are likely the result of
many (unnamed) poets who memorized, performed, and innovated on a set of
standard poems over a long period of time.

2.2 Homeric Meter

Homeric poetry is written in dactylic hexameter, a metrical system in which
each line consists of six metrical feet. A single foot can consist of one of three
options: a dactyl, a spondee, or an anceps. A dactyl is a foot composed of one
long and two short syllables. A spondee is composed of two long syllables. An
anceps is composed of one long syllable and one other syllable of either type
(long or short). Each line of dactylic hexameter must end with an anceps.

Figure [I] shows the first line of Homer’s Iliad with the dactylic hexameter
marked above. The feet are separated by a vertical bar. A long dash indicates a
long syllable, while 'u’ indicates a short syllable. In addition, the long syllables
in the actual text are bolded. The pronunciation and translation are also shown
in English underneath.
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dactyl spondee anceps

—u u|—uu|— —|]—uu|— v u|—x

uiviv aeide Bed TInANiadew AxIAfos
Meé-nin a-ei-de the-d Pé-1é-i-a-ded A-chi-lé-os

Sing, goddess, the wrath of Achilles, son of Peleus

Figure 1: First line of the Iliad with metrical markings.

3 Related Work
3.1 Related Work in Antiquity

Poets have been attempting to imitate Homeric poetry in its style, content, and
meter since ancient times. Plato writes in the Republic that “praisers of Homer...
say that this poet educated Greece, and that in the management and education
of human affairs it is worthwhile to take him up for study and for living, by ar-
ranging one’s whole life according to this poet” [627]. Tragic poets contemporary
to Plato were indeed considerably influenced by Homeric epic. Homeric motifs
and style appear in the tragedies and satyric dramas of Aeschylus, Euripides and
Sophocles [28].

Roman poets, including Livius Andronicus, Naevius, Ennius, and Virgil, like-
wise imitated Homeric epic. The structure of Virgil’s Aeneid demonstrates this
point: the first half of the Virgilian epic reflects the structure of Homer’s Odyssey
while the second half reflects that of the Iliad [8]. Homeric poetry influences even
(relatively) modern writers; although providing an exhaustive list is beyond the
scope of this paper, a few representative examples are James Joyce’s Ulysses,
Margaret Atwood’s The Penelopiad, William Faulkner’s As I Lay Dying, and
Audrey Niffenegger’s The Time Traveler’s Wife.

In addition, scholars have been attempting to understand and quantify Home-
ric poetry for millenia. Greek grammatical scholarship from as early as the sixth
century BCE has been focused on the reproduction of grammar and syntax
of Homeric texts; The sixth century BCE scholar Theagenes of Rhegium, her-
alded as the first grammarian, is noted for his defense of Homeric grammar and
mythology [23]. A couple centuries later, Plato devotes much of his Republic to
understanding the nature of poetry and uses Homer as a model. In the modern
era, we can look to Nietzsche and Freud for philosophical applications of Homer,
and Butler and Coleridge for humanistic interpretations of the texts. Homeric
texts were read and preserved by a wide range of Mediterranean peoples, from
the coast of modern-day Spain, to northern Africa, and into the Near East. Be-
cause the transmission of Homeric texts has been considered critical by such a
range of cultures and eras, clearly the text communicates universal ideas about
the nature of humanity. For this reason, it is worthwhile to apply the tools of
modernity to continue attempts to understand and reproduce Homeric poetry.
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3.2 Poetry Generation in Modern Times

In the early twenty-first century most poetry generation was rule-based or sta-
tistical in nature.

Oliveira et al. created PoeTryMe, a platform for automatic poetry generation
that used grammar rules and templates [22]. Tosa et al. created a rule-based
haiku generation system that used arbitrary phrases chosen by a user to produce
a haiku with the correct number of syllables on each line [20]. Tosa et al. improved
on this rule-based system by incorporating more Japanese cultural characteristics
into the generated haikus [21].

Jiang et al. used statistical methods and the principles of machine translation
to generate Chinese couplets [13]. He et al. also generated Chinese Classical po-
ems using statistical machine translation models where to generate each output
sentence, a model specifically trained for an input sentence is used for genera-
tion [10].

Other approaches to poetry generation include genetic algorithms [18], (3],
[25] and the application of text summarization techniques [26].

Since 2014, research on automatic poetry generation has been dominated
by neural methods. Zhang et al. produced joint character-level recurrent neural
networks to better capture poetic content and form [31]. Wang et al. used a
bidirectional long short-term memory (LSTM) model to generate Chinese po-
etry [24]. Ghazvininejad et al. used a dictionary to impose rhyme constraints
on poetry generated with a recurrent neural network [16]. In contrast, Lau et
al. learned rhyme patterns automatically and proposed a pipeline of language,
rhyme, and meter models to generate Shakespearean poetry [12|. Of particular
relevance to this paper is Lau et al’s findings that a vanilla LSTM is able to cap-
ture English iambic meter implicitly. In contrast to [12], we attempt to generate
dactylic hexameter, a poetic meter more complex than iambic meters.

Our work in this paper expands upon our previous investigation of the use of
encoder-decoder RNNs for generating metrically accurate Homeric poetry [15].
In addition to expanding on the experimental details and results, we also ex-
periment with a new model (hierarchical recurrent encoder decoder) that is
specifically designed for generating text that is semantically coherent.

4 Datasets

The entirety of the available Homeric canon contains 27,342 lines from Homer’s
Iliad and Homer’s Odyssey. The text from both works is taken from Oxford’s
1920 edition of the Homeri Operi [2].

Our training set consists of input output pairs where the input is one line
of the poem and the output is the next line of the poem (see Figure . For
example, given the first line of the [liad as input, the model should generate the
second line of the Iliad as output, so on and so forth.
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We generate 30 test sets by following the procedure outlined below 30 times:

line 1
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line 3

line 4
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line 5

line 5

line 6

INPUT
Figure 2: The training set

OUTPUT

— Randomly select a passage of 5 lines from the training set.

— For each passage:

e Randomly select one line from the passage.

e Remove the selected line (and its corresponding output) from the train-

ing set and place it in the test set.

e Remove the preceding line (and its corresponding output) from the train-

ing set.

e All remaining lines remain in the training set.

27,342 lines

This procedure is shown in Figure |3| Note that while the selected line (the
shaded row in Figure|3)) is added to the test set, the preceding line is not included
in either the test set or the training set. The preceding line is removed from the
training set so that the selected line (i.e. line 4) does not appear in the training
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Figure 3: Procedure to generate test sets

set in any form: neither as an input nor as an output.

Once we have constructed our training and test sets, we further sub-divide
the training set to create a validation set. The validation set was constructed by
taking the last 10 lines from every 100 lines, resulting in a validation set that
was approximately 10% the size of the training set and the reflected the diversity

found in the training set.
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5 Model Architecture

In this section, we provide a brief overview of the architecture of the recurrent
neural network (RNN) models used in this paper.

5.1 Encoder-Decoder RNNs

An encoder-decoder RNN [14] is a neural network architecture that maps se-
quences to sequences. In this case, given a sequence of words (i.e. one line in a
poem) the model generates an output sequence of words (i.e. the next line in the
poem).

An encoder-decoder RNN works in two stages. The first stage involves map-
ping the input sequence to a high-dimensional space. This high-dimensional
space represents a mathematical encoding of the meaning of the sentence that
is language independent. The second stage then maps from points in this high-
dimensional space back to the space of sequences.

Let = [x1 23...2,] be the words in a given line of poetry. The encoder RNN
incrementally builds an encoding h of the input sentence word-by-word using
the following algorithm:

// Build the partial encodings
fort =1tondo

h; = f(htfhxt)
end for

//Build the overall encoding
h = g(h17h27 s ahn)

where hy is typically a vector of all zeros. The partial encodings h; capture
the meaning of the sentence up to the given word. The final encoding h is
then a function of all of the partial encodings with g(-) commonly chosen to be
g(hy,hy, ... .h,) = h,. That is, h, is assumed to be a sufficient encoding of the
entire sentence.

Two common choices for the function f(-) are the long short-term memory
(LSTM) model |7] and the gated recurrent unit (GRU) [14]. Both functions keep
track of an internal state as a form of short-term memory. At each step, the
new state is derived from the previous one in a process of forgetting and then
updating in response to the new word x;.

Given the final encoding of the input sentence (which we will now denote
as h,), the next line of the poem y = [y; y2 ...] is generated using another
RNN (the decoder). At each step, a word y; is sampled conditioned on the
previously generated word y;_1, the partial encoding h;_; of the decoder, and
the encoding of the input sentence h,. Note that in this context, the partial
encoding h;_; serves as a summary of the meaning of the previously generated
words. Algorithmically, we have

while y;_; does not equal EOS do
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Compute p(y¢|ys—1,h—1,hy)
Sample y; ~ p(y¢|y:—1,ht—1,hy)
end while

where EOS is a specially designated end-of-sentence symbol. The distribution
p(Yt|ys—1,hi—1,h,) is, again, commonly chosen to be an LSTM or GRU func-
tion whose output is passed through the softmax function to produce a valid
probability distribution over the words in the vocabulary.

The first model we use in this paper is an encoder-decoder RNN with two
additional augmentations. First, we use a bidirectional encoding — i.e., partial
encodings are computed from the beginning of the sentence forward and from
the end of the sentence backwards. These two encodings are then concatenated
together to produce the final encoding h, for the input sentence. We also use an
attention mechanism where the generation of each word y; is now conditioned
on a weighted sum of all of the partial encodings of x rather than conditioning
on h,, alone. A bidirectional encoding and attention mechanism have both been
shown to significantly improve performance regardless of the natural-language
application [41|17}[29].

5.2 Hierarchical Recurrent Encoder-Decoder

The model described above has no explicit mechanism for generating seman-
tically cohesive lines of text which is important when generating poetry. For
this reason, we also experiment with a hierarchical recurrent encoder-decoder
(HRED) model [9] which has an extra encoding step designed to keep track of
the current semantic state of a dialogue (or poem).

The encoder RNN operates as normal — given an input x, it produces an
encoding h, of the input sentence. HRED also employs a bidirectional encoding
but uses the GRU function instead of LSTM.

This encoding h, is then passed as input to a second encoder RNN called the
context RNN. The context RNN aggregates the encodings h, of each successive
input sentence. The context RNN acts as a form of global memory, summarizing
the semantic content of the dialogue (or poem) up to the current point in time.

The decoder RNN then generates each word y; conditioned on the previously
generated word y;_1, the partial encoding h;_; of the decoder, and the encoding
of the context RNN. That is,

Y ~ p(yt'ytflv htflv hc)

where h, is the encoding produced by the context RNN. In this way, each
generated word is conditioned on all of the previous input sentences up to that
point in time which provides a form of semantic coherence.

5.3 Word Embeddings

Finally, instead of representing each word in the vocabulary as a binary one-
hot vector (i.e., a vector of all zeros whose length is the size of the vocabulary
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with a single non-zero entry indicating the given word), we learn GloVe word
embeddings |11].

A GloVe word embedding is a mapping from words in the vocabulary to a
high-dimensional vector space. The mapping is learned from the co-occurrence
of words in the poem. The learned word vectors provide a much richer represen-
tation than binary one-hot vectors — e.g., the Euclidean distance between two
word vectors provides a measure of the semantic similarity of the words.

Our vocabulary is the set of all words found in the Iliad and the Odyssey.
We learn GloVe word embeddings of dimension 50 from the text of both poems.

6 Experiments

For our first model, we use the OpenNMT-py library [5]. The encoder RNN is
a 2-layer bidirectional LSTM with encoding dimension of 200 (i.e. the forward
and backward encoding each have dimension 100). The decoder RNN is also a
2-layer bidirectional LSTM but with dimension 500. We use an Adam optimizer
with dropout probability of 0.3 and an initial learning rate of 0.01. The model
was trained for 64,000 iterations at which point the accuracy on the validation
set stopped improving.

For our second model, we use the code provided by the author |1]. We used
an encoder with dimension of 100 (i.e. the forward and backward encoding each
have dimension 50). The context RNN has encoding dimension 500. The model
uses an Adam optimizer with initial learning rate of 0.002. The model was trained
for 25,000 iterations and the accuracy was evaluated on the validity set every
2,500 iterations.

Once trained, we then applied both models to each of the 30 lines in the test
set. For the first model, the input is the selected line of poetry (e.g. line 4 as
shown in Figure 3) from which the model generates a new line of poetry (line
5). For the second model, the input is the previous two lines of poetry (e.g. line
3 and line 4) from which the model generates a new line of poetry (line 5). In
this case, the previous two lines of poetry form a short context that is used to
predict the next line in the poem. (Note that in this case we remove the previous
two lines of poetry from the training set).

We assess the first model in two ways: (1) a quantitative metrical evaluation,
and (2) an overall evaluation by Classicists to determine how well the generated
lines fit into their original passages. We then provide a qualitative analysis of the
lines generated by the second model and discuss the strengths and weaknesses
of the model.

6.1 Parameter Experimentation

The first model, the basic encoder-decoder RNN, provided many options for
tuning the model both at training time and at generation time. At training
time, we experimented with two different functions for generating probabilities
over the target vocabulary. At generation time, we experimented with different
ways of sampling words from the vocabulary and different ways of controlling
the length of the generated line of poetry. These parameters are explained in
greater detail below.
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Generator Functions We experimented with both a softmax and sparsemax
function to generate probabilities over the target vocabulary at training time.
The softmax function maps the output of the decoding process, a real-valued
vector, to a normalized probability distribution over the vocabulary. In this
case, all words in the vocabulary have non-zero probability of being generated.
The sparsemax function [19] projects the output of the decoding process, again
a real-valued vector, onto the K-dimensional probability simplex (where K is
the size of the vocabulary). The authors note that this projection is likely to fall
near the border of the simplex producing a probability distribution where many
words have zero probability. Ideally, the sparsemax function would concentrate
probability mass on the likeliest next words in the poem thereby improving the
overall metrical and semantic quality of the generated lines.

Random Sampling At generation time, the decoder generates each word by sam-
pling from a probability distribution defined over the vocabulary. We experi-
mented with 3 different schemes for sampling from this distribution: sampling
from among the k words with highest probability (for k = 2,5,10) or sampling
from the full probability distribution. Sampling from among the k£ words with
highest probability reduces the chance of randomly sampling a low-probability
word.

Length Penalty Finally, we experimented with three options for controlling the
length of the generated line of poetry: (1) no length penalty, (2) average length
penalty, and (3) the length penalty described by |30]. The average length penalty
divides the log probability of the words in the generated output by the number
of words, thereby penalizing longer sentences. Although we cannot force the
model to generate lines consisting of exactly six metrical feet, the length of the
generated line of poetry (i.e. the number of words) is correlated with the metrical
accuracy.

6.2 Results of Parameter Experimentation

To determine which parameters resulted in the best output, we generated five
lines of Homeric poetry using each combination of parameters (detailed in the
section above). The following metrics were used to evaluate the quality and
accuracy of the meter of the generated lines:

. The number of lines (out of 5) that had six total feet.

. The number of lines (out of 5) that had an anceps.

. The number of lines (out of 5) that were in perfect dactylic hexameter.

. The percentage of feet in all 5 lines that were scannable (i.e. a correct dactyl,
spondee, or anceps).

=W N

Table [I] shows the results of our parameter experiments. A random sampling
value of £k = —1 indicates sampling from the full distribution. All models were
trained with an Adam optimizer and a starting learning rate of 0.01.

Overall, the softmax function outperforms the sparsemax function, perform-
ing better in terms of percent of correct feet and the number of perfect lines.
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Interestingly, none of the other parameters showed any impact on the perfor-
mance of the model. As such, we chose the most general parameter settings.
Our final model uses the softmax function with no length penalty and random
sampling from the full distribution. We trained this model for 64,000 steps.
Training was stopped when the validation accuracy stopped improving. The
final model accuracy on the validity set was 97.77%, with perplexity of 1.08 and
cross-entropy loss of 0.08. This model was used to produce the results for the
remainder of the paper.

Model |Len. Penal.|Rand. Samp.||Lines with 6 Feet|Lines with Ancipites|% Feet Correct|Perfect Lines
-1 4 5 93.5 3
2 4 4 90.6 2
None
5 2 5 100 2
10 3 5 89.2 2
-1 4 5 93.5 3
2 4 4 90.6 2
Softmax Wu
5 2 5 100 2
10 3 5 89.2 2
-1 4 5 93.5 3
2 4 4 90.6 2
Avg
5 2 5 100 2
10 3 5 89.2 2
-1 2 5 88.9 1
2 4 5 93.1 3
None
5 2 5 88.9 1
10 2 5 88.9 1
-1 2 5 88.9 1
2 4 5 93.1 3
Sparsemax Wu
5 2 5 88.9 1
10 2 5 88.9 1
-1 2 5 88.9 1
2 4 5 93.1 3
Avg
5 2 5 88.9 1
10 2 5 88.9 1
Table 1: Results of parameter experimentation.
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7 Results

In this section, we describe the results of both models. For the basic encoder-
decoder RNN, we present (1) a quantitative metrical evaluation, and (2) an
overall evaluation by Classicists to determine how well the generated lines fit into
their original passages. For the second HRED model, we provide a qualitative
analysis by the author of this paper (a Classicist) and discuss the strengths and
weaknesses of the model.

7.1 Metrical Evaluation

All 30 machine-generated lines in the test set are presented in the Appendix
along with the number of feet in the line, of those feet how many are correct
(i.e. correct dactyls, spondees, or anceps), whether the line ends in an anceps,
and whether the line is in perfect dactylic hexameter.

The 30 machine-generated lines ranged from a minimum of 5 feet to a max-
imum of 8 feet. All of the generated lines ended in an anceps. Of the total feet
in the 30 generated lines, 93% were correct dactyls, spondees, or anceps. Of the
total generated lines, 46% were in perfect dactylic hexameter.

Of the the 53% of lines which contained a metrical error, approximately half
(56%) contained 6 feet but had at least one foot that was unscannable and the
other half (44%) did not contain 6 feet.

Of the 7% of feet that were metrically incorrect, 67% were incorrect because
the syllables could not scan correctly. For example, consider the second foot of
line 10 in Table[d] which is the word tva.. The word tvo may only be scanned as two
short syllables. However, two short syllables cannot form a proper foot in dactylic
hexameter. The remaining 33% of the metrically incorrect feet were incorrect
because they contained only one syllable; that is, the line scanned properly
except for one extra syllable. For example, consider line eight in Table [4] which
scans spondee-dactyl-spondee-dactyl-incorrect-anceps. The penultimate foot of
line eight is the word &¢, a one-syllable word that cannot form an entire foot.

Metrical analysis suggests that the presence of spondees increases the chance
that a line will be metrically inaccurate. If we do not consider anceps, 81% of
the feet within the metrically correct lines were dactyls, and only 19% were
spondees. Conversely, only 53% of the feet within the metrically incorrect lines
were dactyls. We also noted that most metrical errors occurred towards the
middle of the line. The fourth foot was most likely to contain a metrical error.

An example of a generated line with perfect meter is:

eNdlwg davadsy EmPBouvEUEY SRR %ol AUTe

which is composed of a dactyl, dactyl, dactyl, dactyl, dactyl, anceps. Notably,
this line demonstrates a phenomenon known as epic correption between the last
two feet. Epic correption is when a syllable that is typically a long syllable
becomes short because the next word begins with a vowel. In this example, epic
correption occurs between xol and autw. This line can be translated as "But
the son of Danaoi easily having climbed up, even he..." This is typical syntax for
ancient Greek poetry, which often uses the structure of "But X having happened,
Y..." where the action is finished on the next line.
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An example of a generated line with poor meter is
o dohuoiol te xotelpuoTar ol Enaptée eloly ETolpot
which begins with a spondee, then contains a dactyl, and after the second foot
becomes unscannable. The translation is also poor, but can be roughly rendered
as "both the eyes provokedﬂ and enemies are equipped."

7.2 Evaluation by Classicists

To evaluate how well the generated lines fit into the original passages from
which they were chosen, we created a survey that displayed the 30 5-line pas-
sages of Homeric poetry. Evaluators were instructed that each passage contained
at most one machine-generated line of poetry (i.e. a passage may not contain
any machine-generated lines). The survey contained 27 passages with a machine-
generated line and 3 passages with no machine-generated line. For each of the
30 passages, evaluators were asked to identify which line (if any) was machine
generated. If they identified a line as machine generated, they were further asked
to mark why. There were a total of 10 evaluators all of whom are Classics grad-
uate students. Evaluators were paid $10.00 each for evaluating all 30 passages.
An example of a passage from the survey is shown in Figure [4

We first present the results on a passage level. On the passage level, there
are 300 total evaluation instances (10 evaluators and 30 passages). In the contin-
gency table shown in Table[2] a true positive occurs when an evaluator tags any
line in a passage as machine-generated and that passage contained a machine-
generated line. A true positive does not require that an evaluator selected the
correct line as machine generated. A true negative occurs when an evaluator cor-
rectly states that a passage contains no machine-generated lines. A false positive
occurs when an evaluator tags a line in a passage as machine generated, but that
passage contains no machine-generated lines. A false negative occurs when an
evaluator states a passage contains no machine-generated lines, but the passage
does contain a machine-generated line.

3 "Provoked" is conjugated incorrectly and eyes cannot be the subject of the verb.
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natpib épfv Ghoxov Te kal Upepepéc péya Sdpa
Toppa yip W Ti not dlopat & not ABivn

&l pr &yt Tabe 160 paswid Ev nupi Beinv
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v & alt aiveiag Tpiwy Gyds Gvtiov niba

o b R =

Are any of these lines machine-generated? *
O line 1
O line2
O line3
O linea
O lines

(O No machine-generated line

If you think one of the above lines is machine-generated, why?

[J semantics: This line doesn't make sense.
[[J syntax: This word order doesn't seem like Homer.
D Meter: This line is not in dactylic hexameter.

I:‘ | recognize this section of Homer's text

[[] other:

Figure4: A sample passage from the survey

Tagged As MG Tagged No MG
Contained MG 206 64

Not Contain MG 11 16
Table 2: Contingency table for passage evaluation

75% of the time evaluators correctly determined if a passage contained a
machine-generated line or not [] The precision and recall were 94% and 76%
respectively with an F; score for passage-level evaluation of 0.836. Overall, when
an evaluator identified a passage as containing a machine-generated line, they

4 Although they did not necessarily correctly identify which line was machine gener-
ated.
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were almost always correct. However, such passages were identified only 76% of
the time.

We now present our results at the line level. We consider only results for
the 27 passages which contained a machine-generated line. At the line level,
there are 1,350 total instances (10 evaluators - 27 passages - 5 lines). Note that
these instances are not independent because evaluators were only able to choose
a maximum of 1 in every 5 lines. In the contingency table shown in Table [3]
a true positive occurs when an evaluator tagged a line as machine-generated
and the line was machine generated. A true negative occurs when an evaluator
indicated a line was not machine-generated (i.e. they did not mark the line in the
survey) and the line was not machine generated. A false positive occurs when
an evaluator tagged a line as machine generated and it was not. A false negative
occurs when evaluators did not mark a line as machine generated, but the line
was machine generated.

Tagged As MG Tagged No MG
MG Line 171 99

Not MG Line 35 1045
Table 3: Contingency table for line evaluation

90% of the time evaluators correctly identified a line as machine generated
or not. Note that randomly guessing one of the six options (either choosing one
of the five lines or "No machine-generated line") would result in an accuracy of
16.67%. The precision and recall were 63% and 83% respectively with an F;
score for line-level evaluation of 0.71.

Evaluators were also asked to mark the reason why they thought a line was
machine generated. They were given five options: (1) Semantics: This line doesn’t
make sense, (2) Syntax: This word order doesn’t seem like Homer, (3) Meter:
This line is not in dactylic hexameter, (4) I recognize this section of Homer’s
text, and (5) Other. Evaluators were allowed to select more than one option. If
the evaluator marked "Other," they were asked to type in their own response.
Figure [5] below shows the reasons that evaluators marked a line as machine-
generated when the line was in fact machine-generated. A majority of the time,
evaluators correctly marked a line as machine-generated because semantically
the line did not make sense.
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Machine-Generated Lines Marked as Machine-Generated
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Figure 5: Reasons evaluators selected for why they believed a line was machine-
generated.

When evaluators marked their reasoning as "Other," they often presented
reasoning related to context — i.e. how the line "fit" with the surrounding lines
of poetry. For example, one evaluator writes "[s]emantically, it doesn’t seem to
necessarily fit with the other lines of text. It may be true Homer, while one of the
surrounding lines is machine-generated." Other evaluators write "just guessing
but it doesn’t seem to fit," "The line doesn’t make sense in this context," "Doesn’t
fit with rest of passage," "Doesn’t seem to fit," and "Doesn’t fit with rest of text."
Another evaluator notes a machine-generated line "seems to interrupt meaning
between lines 3 and 5."

Another common thread in "Other" responses is evaluators’ insider knowledge
of Homeric poetry being used to identify machine-generated lines even when
those lines were semantically and metrically sound. For example, one evaluator
notes that "[lJines ending in glaukopis Athene tend to be self-contained units
where Athena performs the action of a verb." Here, the student was only able
to identify the line as machine-generated because they were aware of how the
Greek formula glaukopis Athene is used in Homeric poetry. Another evaluator
writes "almost never see 'pallas’ by itself, normally is 'pallas athene.’ In this case,
the evaluator was able to tell the line was machine-generated because of their
familiarity with the Homeric formula Pallas Athene.

Other times, evaluators were able to identify machine-generated lines because
of their knowledge about Homeric characters roles within texts. For example,
consider the lines below:

aOTdp EMel 51 Bo0pAT GAEVAVTO PVNOTHEWY

€ 160 Eoav olxov B¢ xahued Slor Yediwv
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But when they had avoided the spears of the suitors,
He came then to the house of Calypso heavenly among
goddesses.

The first line is true Homeric poetry from Homer’s Odyssey. The second
line is machine-generated. In the Odyssey, the suitors (uvnotfpwyv) are a group
of characters who never come in contact with the character Calypso (xohu).
Evaluators noticed this. They wrote reasons such as "Calypso should not be
involved in this context with suitors" and "Calypso and the suitors? I’d watch
that show, but nope!"

The same type of error occurs in a second passage involving the characters
Penelope and Hector. Penelope is a character who remains on the island of Ithaca
for the duration of the storyline told by Homer’s Iliad and Odyssey. Hector is
a character who remains at Troy during most of the Iliad and is killed part-
way through the epic. These two characters clearly could not have ever occupied
the same location at any point in the Homeric canon. However, a line including
Hector is generated following a line about Penelope. In the below lines, the first
three are Homeric poetry while the last line is machine-generated:

Onpol xal olwvoloy EAwp YEVET 00BE € untne

008 dhoyoc ToAOBWEOC EYEPpwY TNVEASTELL

éxtopa dvto xat 6ooe moplotato ddxpeu yéouou

Nor did his mother deck him for burial and weep

over him,

Nor his father, we who gave him birth, no, nor did

his wife,

wooed with many gifts, constant Penelope.
Face-to-face with Hector she stood and both eyes shed
tears.

The reasons graduate students provided for identifying the latter line as
machine-generated included "Hector should not be involved in this context" and
"Get out of here, Hector."

Sometimes evaluators marked true lines of Homer as machine-generated. Fig-
ure[6]shows the reasons graduate student provided for marking a line as machine-
generated when the line was not machine-generated.
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Real Lines Marked as Machine-Generated
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Figure 6: Reasons evaluators selected for why they believed a line was machine-
generated.

The most common reason that a true line of Homeric poetry was marked as
machine-generated was, again, semantics. This reasoning has no correlation to
the placement of the machine-generated line in the passage being placed imme-
diately before or after the line selected by the evaluator. Evaluator’s confusion
was likely because they were reading passages out of context.

Evaluators also marked meter as the reason they believed a real line was
machine-generated. The comments left in the "Other" category suggest that eval-
uators may have marked "Meter" because the Homeric line contained rare (but
correct) metrical patterns. For example, an evaluator marked this line of Home-
ric poetry as machine-generated:

050€ B€ TIC ElMEOXEY Ay oUBY TE TPWWV TE
The above line is scanned dactyl-spondee-dactyl-spondee-spondee-anceps. This
evaluator commented that "it is rare for a spondee to appear in the fifth foot
of dactylic hexameter." The presence of a spondee in the penultimate foot of a
hexmetric line is unusual, although not unheard of. The presence of a spondee
in the antipenultimate foot also makes the penultimate spondee more common
and characterizes the line as ‘spondeic.

In general, the evaluators were able to identify machine-generated lines of
Homeric poetry primarily for semantic and syntax reasons. If we consider only
the lines identified by evaluators as machine-generated based upon metrical rea-
sons, the evaluator accuracy drops to 12.96%. Based on these results, we conclude
that we are able to successfully generate poetry in dactylic hexameter.
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7.3 Evaluation of the Hierarchical Recurrent Encoder Decoder
Model

For the second model, HRED, we present a qualitative analysis of the 30 gen-
erated lines from the test set. All 30 machine-generated lines are given in the
Appendix.

The most striking aspect of the 30 lines generated by HRED is that none of
them come close to dactylic hexameter — an observation that one can make even
without understanding the Greek, simply by comparing the lines in Table 4 and
Table 5 in the Appendix. The lines generated by HRED are much longer and
are easily identified as not belonging in the Iliad or the Odyssey.

We suspect that HRED fails to produce lines in dactylic hexameter because
the decoder RNN is not conditioned on — i.e., it is not directly influenced by
— the encoding of the input sentence. Instead, the decoder RNN is conditioned
on, and thus directly influenced by, the encoding produced by the context RNN
which is an aggregation of multiple input sentences. Thus, the strict meter of
the input exerts a weak and indirect influence on the generated output.

Semantically, however, the lines generated by HRED are overall more coher-
ent than those generated by the first model. Consider the first machine-generated
line:

{nnolow xal Gyeo@ mapd vnEv G dnovoothce tpoti Thiov fvepdecoay
TpOoVEY Ydp UV LoTpat SUGKHVUROS SupeXSALPEY

This can be translated as:

They went away with horses and carriages alongside the ships towards
windy Ilium, for previously [powerful] fate enfolded them.

In this example, we see that HRED did quite well choosing semantically
related words. For example, it refers to Ilium as a windy city and it connects the
idea of Fate as a powerful force E|, all concepts that show up in the Iliad and the
Odyssey. Furthermore, it is able to choose related nouns such as “horses" and
“carriages" and to recognize that ships travel toward a geographic destination.

Another interesting property of the lines generated by HRED is that many
of them contain preposition stacking. Homeric poetry often contains multiple
prepositional phrases as shown in the example above: “with horses", "alongside
the ships", "towards...Ilium". In contrast, however, the lines generated by HRED
contain fewer stacked participles — e.g., “having gone away", “having boarded the
ship" — favoring more concrete, aorist (i.e. simple), or present tense verbs.

Finally, many of the lines lose coherence towards the end. For example, the
third generated line in the test is:

¢

TOM 6ho@ueduevog oyeddiey 8¢ ol fiddev ddrvn dvdpl Bépag VEW PNAwY
olol te dvdTwv maildec oot

® The phrase wolpa ducdvupog which was translated as “powerful fate" is syntactically
incorrect. The word Suowvupoc has the incorrect gender.
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This can be translated as:

Lamenting much, Athena went nearby to the young man in-such-a-
way...of sheep...Children of the gods, such as these, are...

Here, we are using the ellipsis to denote disconnected phrases. This sentence
begins coherently but it eventually devolves into a series of unrelated phrases.
This was a common pattern in many of the lines generated by HRED.

Overall, it is clear that the strength of the HRED model lies in its ability to
produce semantically coherent lines of poetry. However, this seems to come at
the cost of metrical accuracy.

8 Conclusion

In this paper, we investigated the use of encoder-decoder RNNs for generating
metrically accurate Homeric poetry. We experimented with two models: a ba-
sic encoder-decoder RNN and the hierarchical recurrent encoder-decoder model.
The basic encoder-decoder RNN model was able to produce metrically accurate
poetry however it under-performed in terms of generating semantically cohe-
sive lines of poetry that fit the broader context of the narrative. In contrast,
the HRED model produced more semantically coherent lines of poetry but was
completely unable to reproduce dactylic hexameter.

We hypothesize that this stark difference between the two models is a re-
sult of the type of connection that exists between the input (i.e. the input line
of poetry) and the generated output. In particular, the former model directly
connects the encoding of the input sentence to the generation of the output sen-
tence, ostensibly resulting in a stronger reproduction of dactylic hexameter. The
latter model instead chooses to aggregate successive inputs into a global context
encoding that is connected to the generation of the output sentence. This con-
text encoding loses the finer detail of the meter but is better able to summarize
and keep track of the semantic topic.

The models are similar in lesser ways — e.g., both models are able to capture
unique aspects of Homeric poetry such as epic correption or stacked prepositions.

9 Future Work

In the future, we would like to focus on creating an encoder-decoder model that
leverages the strengths of both the basic encoder-decoder RNN and the HRED
model. In particular, developing a model that connects the encoding of the input
sentence and the context encoding to the decoder so that the generated line of
poetry is directly influenced by both.

We would also like to train a basic encoder-decoder RNN that is able to look
at the previous two lines of poetry in a similar manner to HRED. This would
allow us to determine if HRED is able to produce more semantically coherent
lines of poetry because of the context encoder or simply because it sees more
preceding lines of poetry.

In addition, for both models, there is no explicit mechanism for constraining
where a Homeric character can appear in a passage. As such, we are interested
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in developing a model that allows us to control where characters appear within
the poem. Since an encoder-decoder RNN produces a probability distribution
for the next word in the poem, we plan to investigate methods for biasing these
distributions towards words that are likely given both the location of the line
within the poem as well as the location of the word in the line.

10 Appendix

Below are two tables showing the 30 generated lines for the basic encoder-decoder
model and the hierarchical recurrent encoder-decoder.
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Number Generated Line Feet Correct Feet Anceps Perfect line
1 TudEld & dpor Yuuodv évi othdecowy Gpive 6 6 Y Y
2 wnt Yofj éninpol m6dec tépac 0LBE T Hvog 6 6 Y Y
3 t6ppa Yap G Tl not dlopon €l mot dIRvn 5 5 Y N
4 oNdlee dovaidy EmBouveuey GANS xal adTwe 6 6 Y Y
5 6¢@dalyoiot te xotelpuoTon xol EnapTées oty Etoipol 8 7 Y N
6 TPV TOL6G0 E0TL SlaumEpES alTAp Gy ool 6 5 Y N
7 ENénoev dyouoioy Tupde Vétic Yeoednic 6 4 Y N
8 loyew év yeydpoloy dxoloouey OS LGV 6 5 Y N
9 abtix dp eyyliev €oxe mpoonida Yolpov dena 7 6 Y N
10 gloato tva ui pe mapéotn dhg &S TwhRoavTo 7 6 Y N
11 &¢ Bpa yev pdha mavtee dewxéo uhdeto Epya 6 6 Y Y
12 SN &ye 1) oTéwpey xal GAeEnmuecda LEVovTeg 6 5 Y N
13 ENOSVT elc BNy 601 tdoyete TaANIC SvdYEL 6 6 Y Y
14 VNUOLY ET OXEAVOIO USYNY TEAAUWVLEB0O 7 6 Y N
15 xoll ToUg EAAY Sua pvnotiipac Epyou 5 5 Y N
16 ¢ 6 ynog dyovteg Epeouevog Tepl doupl 6 6 Y Y
17 7 1dov %€ L udAhov €ued moll xépdlov €in 6 6 Y Y
18 Tolc &nel Tol PO Vo dplotn gaiveto Boult 6 6 Y Y
19 3 AdN Tpweooly melphioouot GAEYEWVTC 6 4 Y N
20 alpatoc elg dyadoio gihov téxog ol dyopedels 6 6 Y Y
21 Oei&e xal duouv TéAoyog TpoTl doTU PEPEOHOV 6 6 Y Y
22 tH@p €l Tic TpdTa Vedy E0EAwUL TETUX T 6 5 Y N
23 adTdp €y Blyo médvtag EuxvAwdas Etalpous 6 5 Y N
24 dpyelwv Hroatov afavta Tayby %ol yelpac Unepdev 7 6 Y N
25 Sk &ye 1) olxov d¢ pet adtol winv E0éknowy 6 6 Y Y
26 SN &y Euol Bote t6Eov EVE0OV Bypa YEVTTOL 6 5 Y N
27 ¢ 8 dye tAéuoyog udho Yap Yhouxdnic d7vn 6 6 Y Y
28 teoln pedywv 6 8 dvtpou olowy EXnpay 6 5 Y N
29 e 160 Eoav oixov 8¢ xahuded Sior Yedwy 6 6 Y Y
30 Extopa 8vta xat 6oce maploTato ddxpu yéouvoo 6 6 Y Y

Table 4: Thirty machine-generated lines from the encoder-decoder model.
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Number
1

10

11

12

13

14

15

16

17

18

19

20

21

22

Generated Line

{nmoloty xol Syeopy tapd &y & drovootioe Tpotl Thiov fvepdecoay npdoidey
Yép Wy polpa BUGHYLUOC dupexdiuey

¥&pov uev Tpdstov alTap EMELTa XAHEOUG €V XUVET YaAxpel TAANOY ENOVTES OT-
n6TEPOC 01 TMpdaey dgeln YdAxeov Eyyoqg

TOA\ 6hopupduevoc oyedddev 8¢ ol fiddev ddrvn avdpl déuac véw uhiev olol te
AvaxTwY Toldeg Eaot

000 dAoY0¢ TOAIBLEOC EYEPEMY TNVEROTELX EV AEYEETTLY EOV TOGWY ¢ dpUoAUOUS
10 Ydp vépag Eotl Yavoviwy

601 mAelota douolg v xThuota xeltar 6¢ Yevehde d@xe B0 dpyupéag doauiviouc
Bololg 8¢ tplnodac déxa B¢ ypuoolo Tdhavto

8 Gva Yupodv & mep teréeaBon Eueilov tolol Be xol yetéeine Yépwy Rpws dAdépong
paoTopidng O Yap olog ounhxiny Exéxaoto

O¢ EpE0UGLY oL BE TOT &v TOAL X£€pBLoV €l vTny 7] dyLAfio xatotelvavta véeotou
nE xev a0TE Ohéofon TEd TOANOG

dolltar Swoel B pot 6¢ x EYEANOY 0L yap Enl otaduolol uévely €Tt Tniixog eiul dot
navto mdéodan

huodpevog mopd oclo pépw & dnepelol dmova GAN oidelo Veole dythel adTév T
Ehénoov pvnoduevog ool matpdg Eym O mep

Inmoug ol 8¢ tdy abtol Eneryduevol mepl vixng Evidd éledoovtal tote 68 Yvwoeole
gxaotog innoug dpyeiwy ol debtepol ol te ndpoldey

EUUEUANOS ETOpOUCEY Epuaaduevog Elpog &L ouepdoléa idywy 6 B¢ yepuddlov
MBe yewpl aivelag uéya Epyov 6 00 dlo Yy Gvdpe @épolev

goyeote mpog dwuad v aidoln Baocikeio tfj 8¢ mop AAdxoTa & adTHY Auevon €v
HeYdew 1) elpla yepoty

Tupdv ¢ v Evdov Auevol flog entiMde gépe  EPBpuuov Eydoc HAng tva ol motdde-
Tov €in

BV FAAWV dava@y YeT duipovo tnieiwvo uoev 8¢ Bl Tpopdywy oul gixehog
Sy xampley 6¢ T év bpeaot xOvag T ailnole

ExTOpd T Gl u€yay xol dudpove touludduovta aiveioy ¥ 6¢ Tpwaol Yeog &g tieto
O teelc T téAUPBov xal dyrivopa Blov

¢ Epard M) O Exdien xal ano Aéxtpoto yeni BAegdpwy & dnod ddxpuov fixev ol uwv
POVAOUO ETEA TTEPOEVTA TEOCTVO

%ol yép Tlc U Evar ufjva uévewv anod fig dhdyolo doyorda oLy vni v mep Sellon Te
Ydhaooo

gvlo pév entdetec uévov éunedov efpota 8 oiel ddxpuot Té pot duBpoto d@dxe
oAU GAN &Te B wol Emmhduevov €tog Hiddey

0 dpa To0¢ ve of te xal dAhoug dvipwnoug téumouoty 8Tic opéag eloapixnTton xal
Ta PV el xatédnoey O aidolon £pldolnw

GAh 00 ydp Tic mpfi€ic Eylyveto pupopévoloty Gk &te 8 o Eml vijot Yony xal Fiva
Yohdoong fopev dyvopevol Yahepdy xotd ddxpu yEovieg

a0t Emel 81 dolpat uynothpny Tolc 8 dpa widwv fpye ToAbTAAC Slog 6ducaeic
& @lhol 1idn uév xev Eyav elrmotul xol Guut

houpov ent ol tetpopuévoy 6&€L doupl Exhivin 8 Etépwoe xden €nl § domic £dpin
%ol x6puU¢ AUl B¢ ol Ydvatog y0To YupopaoTthg
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23 peoonylg ynég te xol adtol Tnheudyoto Tov Bt Peoxhluevog ETdpwy dmovocl

xohéooog €v T dpa ol gU yelpl émoc T Epat Ex T Gvouale

24 un) T tatépwy YEVog ol T Tdpog Tep T HVORET TE Tdoay ET dilory TOV 8 ol TnAéuayog

TETVUUEVOS avTiov NLda

25 onnétT £y mep tw uetd uiiov dpnog adtdp nel x dmd vabeL udynyv Evomry te

dinton doxnifc pou Enerta Yodg Eml vjog xolto

26 wodwyv te uevar e Epywv G¢ Av Enelt dnod ogio gpihov Téxog olx Edélolul oud &l

%€V ol Yeog avTtoc

27 natpld EUny hoydv e xal Uepepec péyo dEUo alTix Emelt dm Eueio xder TduoL

GANOTELOC QOC €l U EYQ TddE TOHEN PUEWVE EV Tupl

\

28 yelel € v xotépelev €nog T Epat Ex T 6voualev 1) BN AATEOC Y €00l xol oUX

eidd¢ olov 81 tov pddov dyopetioon

29 0 0 O Gp téxe moido avTap Eu ayylong mplopog & Etey Extopa Slov TadTNG TOL

vevefic te xal aipatog ebyouon lvon

30 & Yépov 1] udha 81 oe véol telpouat at) bt Bin Aéhutan yahenov O€ ot yijpag 6mdlel

fredavog 8¢ v tol Yepdmwy 8¢ Tol innot

Table 5: Thirty machine-generated lines from the HRED model.
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